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Chapter 1

Introduction

Ever since the invention of transistor [1, 2], semiconducting materials have

become the work horse of modern day electronics. The range of electrical re-

sistivity in these materials varies over orders of magnitude and the ability to

tune them accordingly is key to any digital electronic device. Miniaturization

and the constant effort to fit more number of transistors in smaller integrated

circuits has led to the reduction in their physical dimension. This has led

to the study of the physics of low dimension materials. At this low dimen-

sional regime they behave very differently from the bulk limit and the strong

dependence of physical properties on size has very significant technological

implications. This coupled with the ease of fabrication and processing, makes

this class of materials promising building blocks for materials with designed

functionalities. For example, the band gap in CdS nanocrystals(NCs) can

be tuned with the change of diameter only which is not possible in bulk. A

change of diameter from 13 Å to 39 Å [3] results in a change of band gap

from 4.5 eV to 2.5 eV respectively. This enormous tunability of physical

properties has significant technological implications in the field of light emit-

ting diodes(LED), switches, solar cells and other electronic devices. Light
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emission in LED arises from the recombination of electrons and holes and

the color of the light is solely dependent on the energy band gap of semi-

conductors. To mention some of the achievements, LED made from CdSe

NCs can be tuned to emit light within red to yellow spectrum [4] with the

variation of NCs diameter. White LED, based on ultra-small CdSe NCs [5]

have shown excellent color characteristics. These advancements in the field

of LED are sure to impact the existing lighting and display industry. Energy

harvesting and the use of NCs for very efficient solar cells is another field of

utmost interest. Overall energy conversion efficiency of traditional solar cells

are very poor and strategic attempt to improve it [6] by channeling excess

photon energy normally lost to heat into usable free energy have been made.

This ability to control the properties in such NCs requires a competency

to control the uniformity of size, shape, composition, crystal structure and

surface stoichiometry and the knowledge of growth mechanism are of great

importance.

While early studies on semiconducting NCs made use of particles embedded

in glass matrices [7, 8], they are now commonly grown as colloids suspended

in solution. A typical synthesis to prepare NCs involves choosing molecu-

lar precursors, solvents and surfactants/passivating ligands using optimized

reaction conditions causing the atoms to self-assemble into NCs [9]. Surfac-

tants are introduced during the growth of NCs to arrest their growth leading

to NCs of a desired size. While the main purpose of introducing these pas-

sivating ligands remains to control the growth of NCs but they have been

found to influence the properties of resulting NCs as well. This emerges as

a consequence of their binding with the surface atoms. Work by Nag et.

al. [10] has shown the way to thermodynamically stabilize both zincblende

and wurtzite phase of CdS NCs. This was achieved by properly choosing

passivating ligands which helps to fine tune the surface energy and thus pre-
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ferring one type of geometry over the other. In another work, a novel route

to the synthesis of CdSe NCs have been achieved [11] with the proper choice

of passivating ligands. Optical transition in II-VI NCs have been tuned [12]

with the help of surface functionalization. Moreover magnetism has been in-

duced [13] in case of thiol capped gold NCs which arises because of the strong

interaction between the surface atoms and the capping ligands. In Chap-

ter 3 considering the example of binary semiconductors CdSe and GaAs,

we go onto investigate the role of passivants in controlling the stoichiome-

try of NCs. We find that the strong interaction between the passivants and

surface atoms could result in the growth of highly non-stoichiometric NCs.

This emerges from the fact that polar surfaces have more neighbours with

the passivating ligands than non-polar surfaces. This leads to a stronger in-

teraction between the passivants and the surface atoms which could dictate

the surface stoichiometry.

With this understanding of the role of passivant on the growth mechanism

of semiconducting NCs we went on to explore the route of doping to exploit

optical properties of these nano materials. Doping is a well known route to

introduce allowed energy states within the band gap region. Room temper-

ature can thermally ionize the dopant states and thus creates free carriers in

the conduction or valence bands. Dopants can also modify the band struc-

ture and thus can tune various properties of the host material. This idea has

been carried forward for the case of semiconducting nano materials and con-

stitutes one of the most active research fields of today. But unlike doping bulk

semiconductors, many of the efforts of incorporating impurities in semicon-

ducting NCs have failed due to the effect known as self-purification [14, 15]

process. However the issue has been addressed with the help of binding

energy associated with different morphological surfaces and a novel route of

doping [15] has been proposed. Choice of dopant materials is another concern
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as the properties of the doped semiconducting NCs often solely depend on the

properties of the dopant energy levels. Transition metal ions with localized,

magnetic and essentially atomic like character are often the first choice as

they offer a wide range of properties to be tuned. Considering the example of

Co doped CdSe NCs, experimentalists have observed [16] an enhancement of

magnetic super-exchange between Co+2 dopant ions in the confined system.

Interaction between the magnetic ion and the exciton in Mn doped CdTe

NCs have been exploited [17,18] to manipulate the quantum state of an indi-

vidual spin by optical or electrical polarized carriers. Thus information can

be written on the spin state of a single Mn ion in a semiconducting NCs

using an orientation process. Another aspect which has drawn huge interest

is the extraordinarily bright photoluminescence shown by these doped NCs.

Mn doped semiconducting NCs are admittedly the foremost system that has

been explored so far. Mn d states are usually found to be unaffected by

the size of the host NCs and wide range of tunability of the emission that

one requires for the technological applications are very limited [19, 20]. But

recent spatially resolved optical emission results by Hazarika et. al. [21] have

suggested that the energy levels of each manganese ion are influenced by

the surrounding environment. Mn ions residing near the surface experience

more distorted ligand field compared to those residing near the core of the

NC. Thus any emission from Mn ions doped near the center differs from

ions near the surface of the nano-particles and one can attain wide emission

spectrum by doping at various inequivalent sites in the host. Despite this,

one finds that a transition between Mn levels is invariant from the core of

the NCs and does not depend on the host, suggestive of a strongly atomic

character of the transition. In Chapter 4, considering the case of Mn doping

in semiconducting NCs we have shown that optical transition from the core

of NCs is independent of their local environment. Analysis of the density
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of states(DOS) coming from Mn and nearby host anionic sites reveal that

there are substantial interaction between them. However the interactions are

normalized in such a way that the relative position of the effective transition

levels remain fixed leading to very atomic like transition energy.

The successful exfoliation of graphene [22] has propelled the growth of semi-

conducting physics, especially the area of two dimensional layered materi-

als. Properties like quantum Hall effect [23], presence of mass-less Dirac

fermions [24,25], very high electrical [26] and thermal conductivity [27], opti-

cal transparency [28,29] and remarkably strong surface, have made graphene

the most studied two dimensional material. But being a zero band gap ma-

terial, it is not suitable for controlling the electrical conductivity. Band gap

can be opened in the patterned [30] as well as bilayer structures [31] but

at a cost of a huge reduction in electron mobility [32]. The constant en-

deavour of tuning the electrical conductivity, optical properties, mechanical

stability etc. has driven the discovery of other layered materials like molyb-

denum disulfide (MoS2). MoS2 is a transition metal dichalcogenide which

forms bulk crystals of two-dimensional layers stacked in the vertical direc-

tion. This is very similar in form to graphene and express diverse electronic

and optical properties that differs from those in bulk. Bulk MoS2 is an in-

direct bandgap material with a band gap of 1.2 eV whereas monolayer of

MoS2 is a direct band gap material with an enhanced intrinsic band gap of

1.8 eV [33]. Being a direct band gap material it can couple optical and elec-

trical properties [34] which is not possible with silicon in a single transducer.

Moreover heterostructures of these materials have already shown to couple

different degrees of freedom. As an example heterostructures of graphene and

MoS2 has already been explored [35] as a multifunctional photo-responsive

memory devices. Hexagonal BN (h-BN) is another member of this group

and is the best known substrate for graphene based system for its very sim-
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ilar lattice constant and atomically smooth surface. It is a layered material

with weak van der Waals interaction between the layers. Bandgap is found

to be 5.97 eV [36] and thus have a potential application as deep ultraviolet

light emitter. Fabrication of two dimensional monolayer of h-BN through the

controlled energetic electron irradiation [37] and chemical vapour deposition

on Cu foil [38] has already been achieved. To date, experiments have not

successfully measured the opto-electronic properties but due to the broken

symmetry of the sublattice it is expected to be insulating and could also

be another potentially important material for novel electronic device fabri-

cation. Epitaxially grown Ge films on Si substrates have been found to be

another important material for Ge-on-Si microelectronics [39] due to high

carrier mobility. Ge-on-Si is a promising building block for a variety of appli-

cations for Si based photonic systems [40]. Moreover a general route to grow

epitaxial layer of two dimensional nano materials on top of layered hybrid

perovskite has been proposed [41] which has opened a new playground for

modern quantum device fabrication. With the advent of scientific progress

and control to the experimental precision this list is getting populated very

quickly and monolayer zinc oxide(ZnO) is one new member of this group.

It has been shown considering the example of ZnO that thinner films with

wurtzite structure while grown along (0001) direction remove the electric po-

larization by adopting a graphitic like structure [42, 43] in which the atoms

are in threefold coordination. The question in Chapter 5 we ask is up

to what thickness are polar structures stabilized in covalent semiconductors

such as CdS. Using experimental in-plane lattice constant, we find that a

buckled structure with a finite dipole moment is favoured at the monolayer

limit. This is because the Coulomb interactions between the electrons on Cd

and S atoms are large in the graphitic phase. The system overcomes this by

buckling and elongating the Cd-S bonds. Alternately a 2% biaxial tensile
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strain is found to stabilize a rare graphitic phase in one monolayer of CdS.

In the bilayer limit a more three dimensional non-polar chiral structure is

found to be favoured in the absence of any strain. Thus though one can have

slightly polar structures in the monolayer limit of CdS, the dipole moment

is found to build up with thickness forcing non polar structures to be the

norm.

Abundant availability of transition metal compounds with magnetic prop-

erties inspired our scientific endeavor from the dawn of the society. One of

the first references to the spontaneous magnetic properties of lodestone [44]

which is nothing but oxide of iron, was made around 6th century B.C. In-

tense experimental as well as theoretical research has explored properties like

high temperature superconductivity [45, 46], charge [47–49], orbital [50, 51]

and spin ordering [49, 50], multiferroic properties [52–54], metal insulator

transition [55, 56], ability to form complex oxides etc. apart from mag-

netism [57, 58]. Thus, when recent research showed that in addition to

the composition and arrangement of atoms in materials, dimensionality also

plays a crucial role in determining fundamental properties [22], transition

metal compounds [59] become one obvious choice for exploring. In Chap-

ter 6 we considered one less-investigated interesting layered transition metal

compound, TaS2. It is metallic and non-magnetic in nature. Fe intercala-

tion in this material introduces very diverse magnetic properties and one has

both ferromagnetic(FM) as well as anti-ferromagnetic(AFM) structures de-

pending on the doping concentration [60, 61]. Additionally one finds a very

large magneto-crystalline anisotropy associated with Fe0.25TaS2 [62], which

makes it useful for switching applications. These layered magnetic materials

could be a cheap alternative to magnetic layered heterostructures. While an

RKKY model has earlier been used [63] to explain the observed magnetism,

analogous to the well studied problem of nonmagnetic metal-magnetic metal
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heterostructures, in the present system we find strong interaction between

Fe dz2 states and the Ta dz2 states. At low concentrations the pathway for

electrons on Fe to hop through Ta results in a FM alignment of Fe spins.

Fe also donates electrons to the system, behaving like a +2 entity. With

increasing Fe concentration, the Ta dz2 states get filled up, removing the

FM channel. Additionally the in plane Fe atoms come closer resulting in

anti-ferromagnetism being favoured.

Multiferroic materials [64] with spontaneous magnetization and polarization

is another promising candidate for advanced devices. However the fact that

long range magnetic order requires finite d count with localized electrons

but experimental evidences show that large ferroelectric polarizations are

primarily found in d0 systems, is responsible for the scarcity of such multi-

ferroic materials [65, 66]. There are examples of multiferroic materials but

the electric polarization associated with such structures are way smaller than

found in ferroelectric materials( 0.17 µC/cm2 in LuMnO3 [67] compared to

26 µC/cm2 in BaTiO3 [68]). One proposed route to achieve multiferroic ma-

terial was to search for perovskites in which magnetism and ferroelectricity

are driven independently by the different cationic sites [69,70]. However the

significance of coupling two different degrees of freedom is lost in such mech-

anism. Recently band insulators have been explored as potential multiferroic

materials [71]. The reason being that first order Jahn-Teller distortions are

quenched as a result of absence of any orbital degeneracy. Consequently, the

lowest order distortions are second order in nature which are usually found

to be polar. In Chapter 7 we consider the example of a recently synthe-

sized high Neel temperature material, SrTcO3 [72, 73]. We find it to have

significantly enhanced Born effective charge at the O and Tc sites, though no

polar distortion is found to be favoured at the bulk limit. Introducing two

monolayers of SrTcO3 between BaTiO3, a ferroelectric material, we find that
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polar distortions are stabilized in the SrTcO3 layer. The substrate merely

provides the required strain. This is verified by subjecting the substrate

to an additional 2% biaxial strain where we find that while the substrate

loses its ferroelectricity, the SrTcO3 layer has its ferroic distortions. We then

ask about the microscopic considerations which allow polar distortions to

be stabilized. Within our calculations we have explored the role of quantum

confinement, Born-effective charge and breaking of the inversion symmetry to

stabilize the polar distortions in such heterostructure. Adding another TcO2

layer results in the distortions in the two TcO2 layers to be out of phase.

Our analysis shows that there is an asymmetry associated with the hopping

strength along two opposite out-of-plane directions. While the movement of

Tc ion in one direction results in a gain in total energy, there is loss in en-

ergy while the movement is in opposite direction. This mechanism has been

shown to explain the polar distortions in such structure.

Band model was simple and successful to describe insulating and metallic

state in most of the materials. So, it was a surprise when the report of

de Boer and Verwey [74] showed the presence of several insulating transition

metal oxides such as NiO, with partially filled d electrons which were expected

to be metallic according to the band model. It was the first instance when

the band model failed and the importance of other effects have been since

realized. Mott and Peierls [75] came up with the idea that strong Coulomb

repulsion between electrons could be responsible for such insulating materials

and paved the path for widely studied metal insulator transition(MIT) for

strongly correlated materials. The properties of the MIT, so far, have been

most extensively studied for d-electron systems [56] and transition metal

compounds especially perovskite oxides have been the preferred choice al-

ways. Insulator driven by correlation effects in these materials is categorized

as Mott insulators [55] or charge transfer insulators [76] and the Hubbard
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model [77] and its extended form are often used to describe the MIT in such

materials. Within the Hubbard model, MIT can be understood as a com-

petition between the localizing and the delocalizing effects and a material

becomes insulating when the localizing effect surpass the delocalizing effect.

This description can also detail the presence of several 3d insulating tran-

sition metal compounds and the scarcity of such materials in the 4d or 5d

series. There is another type of MIT driven by magnetic correlation effects

and is operative at the magnetic transition temperature. Slater successfully

addressed the issue [78] with the argument that anti-ferromagnetic(AFM) or-

der with neighboring spin oppositely aligned, occurs at the MIT temperature.

This creates an opposite periodic potential on each nearest neighbour which

results in an energy gap in the modified magnetic Brillouin zone. Despite

this, there was no experimental evidence until recently magnetically driven

MIT have been observed in 5d transition metal compound NaOsO3 [79].

AFM order driven by the nesting of the fermi surface plays an important

role in gap opening in these materials and should be strictly operative at the

half filling of the band. In Chapter 8 we have asked the question about the

scenario beyond half filling. With the slightest amount of electron doping in

the half filled band we are able to stabilize a structure which is metallic and

AFM in nature. AFM order in this material is found to be more robust than

expected and we are able to stabilize AFM metallic state even at 50% doping

concentration. We further have analyzed magnetism in the parent and the

doped structures with the help of Heisenberg model and contributions from

different superexchange pathways have been discussed.
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Chapter 2

Methodology

2.1 Solution to Many Body Hamiltonian

Materials in their different forms are made of atoms which on the other

hand are made of positively charged protons, negatively charged electrons

and neutral neutrons. Arrangement of these atoms in a regular fashion in

repeated units lead to the crystalline structure which one usually encounters

in material science. The regular periodicity that one finds here leads to

simplifications in the properties of materials. There are also materials in

which the ordering is not periodic. Electrostatic interactions between these

charged particles are responsible for all diverse properties that they show.

In principle, the problem of electromagnetically interacting particles can be

described by time independent many body Schrödinger equation of the form

of HΨ(R, r) = EΨ(R, r) and the exact many body Hamiltonian for such a

system can be represented by
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2.1. SOLUTION TO MANY BODY HAMILTONIAN

H = −
∑

i

~
2

2me

∇2
ri
−

∑

I

~
2

2MI

∇2
RI

−
∑

i,I

ZIe
2

|RI − ri|
+

∑

i>j

e2

|ri − rj|
+

∑

I>J

ZIZJe2

|RI − RJ |
(2.1)

where ∇2
ri

and ∇2
RI

are Laplacians containing second order derivatives with

respect to electronic and ionic coordinates respectively. me and MI de-

note mass of the individual electron at position ri and mass of nucleus at

the position RI respectively. ZIe is the charge of the nucleus. First two

terms in the right hand side describe the kinetic energies of electrons and

nuclei respectively. The last three terms denote the Coulomb interaction

between nucleus-electron, between different electrons and between two dif-

ferent nuclei respectively. Despite its simplicity, the solution of the many

body Schrödinger equation is very difficult due to the presence of coupled

electron-electron Coulomb interaction terms and the Hamiltonian cannot be

solved exactly beyond the hydrogen atom for technical limitations. In or-

der to find an acceptable solution with sufficient accuracy to describe the

diverse properties materials exhibit one can impose various approximations

at different levels.

The first and the simplest approximation that one can make is to neglect

the kinetic energy of the nuclei. This approximation is based on the idea

that the mass of the nucleus is much heavier than that of electron ( 1836

times) and thus they are expected to move much slower than electrons and

any electronic properties can be calculated by assuming ions to be fixed to

a position. This simple yet powerful approximation is famously known as

the Born-Oppenheimer (BO) approximation [1] . Within this approximation

ions are assumed to be fixed in a position, the interactions between ions can

be assumed to be constant and is known as Madelung energy [2]. So, under

the BO approximation the Hamiltonian can be written as
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2.1. SOLUTION TO MANY BODY HAMILTONIAN

H = −
∑

i

~
2

2me

∇2
ri
−

∑

i,I

ZIe
2

|RI − ri|
+

∑

i>j

e2

|ri − rj| + Emad

(2.2)

The first term in the R.H.S denotes the electronic kinetic energy of electrons.

The effect of nuclei on the electrons is included in the second term and is gen-

erally called external potential(Vion(ri)). Third term is electronic Coulomb

interaction and the last one is constant Madelung energy.

The simplest approximation that one can employ is the Hartree approxima-

tion. According to this approximation, electrons are assumed to be indepen-

dent and interact only via a mean field Coulomb interaction developed by all

other electrons. The many body wave function for such system can be found

in terms of product of single electron wave functions.

Ψ(r1, r2, ...) = ψ1(r1)ψ2(r2)... (2.3)

Where ψi(ri) is the single electron state. Single electron Hamiltonian is

given by the independent electron Hamiltonian of the form of ĥ(ri,pi) =

− ~
2

2me
∇2

ri
− ∑

I
ZIe

2

|RI−ri|
+ e2

∑

i6=j < ψj| 1
|ri−rj|

|ψj > and total energy is

E =
∑

i

< ψi|
−~

2

2me

∇2
ri

+ Vion(r)|ψi > +e2
∑

i>j

< ψiψj|
1

|ri − rj|
|ψiψj > (2.4)

where the single electron Hartree equation becomes

[

−~
2

2me

∇2
ri

+ Vion(r) + e2
∑

i6=j

< ψj|
1

|ri − rj|
|ψj >

]

ψi(r) = εiψi(r) (2.5)

From the expression of single electron Hartree equation, it is evident that

any arbitrary state ψi can be determined if all other states ψj are known
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2.1. SOLUTION TO MANY BODY HAMILTONIAN

completely. In practice, this self-consistent problem can be solved iteratively

until desired accuracy is reached. In order to describe the fermionic nature

which is not included in the Hartree approximation, many body wave func-

tions have to be properly antisymmetrized. This can be satisfied by forming

suitable basis states given by Slater determinant [3].

Ψ(r1, r2...) =
1√
N !

∑

i

(−1)i

N
∏

i=1

ψk(rki
) (2.6)

where N is the total number of electrons. This method is known as Hartee-

Fock [3] approximation. For the simplest case of two body problem, Slater

determinant takes the form of,

Ψ(r1, r2) =
1√
2
[ψ1(r1)ψ2(r2) − ψ2(r1)ψ1(r2)] (2.7)

Now the joint probability for finding particle one in position r1 and particle

two in position r2 is

|Ψ(r1, r2)|2 =
1

2
[|ψ1(r1)|2|ψ2(r2)|2 + |ψ2(r1)|2|ψ1(r2)|2 −

ψ∗
1(r1)ψ

∗
2(r2)ψ1(r2)ψ2(r1) −

ψ∗
1(r2)ψ

∗
2(r1)ψ1(r1)ψ2(r2)]

where |ψ1(r1)|2 and |ψ1(r2)|2 are the probability of finding particle one at r1

and particle two at r2. For r1 = r2 = r, we find that the joint probability is

vanishing. Thus the formulation of Hartree-Fock method has already taken

into account of the effect that two electrons cannot occupy the same position.

The one electron Hamiltonian for the ith particle can now be written as
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HHF =

[

− ~
2

2me

∇2
ri

+ Vion(ri) + V H
i (ri) + V x

i

]

(2.8)

where

V H
i (ri) = e2

∑

j 6=i

∫ |ψj(rj)|2
|ri − rj|

drj (2.9)

and

V x
i ψi(ri) = −

∑

j 6=i

ψi(ri)

∫

ψj ∗ (rj)
e2

|ri − rj|
ψi(rj)drj (2.10)

are known as Hartree potential and exchange potential respectively. The

exchange term describes the effect of exchange interaction betweeen electrons

and is different for each state ψi. It is instructive to try to write this term in

the form of Viψi. To do this, we introduce the concept of single particle and

total densities as

ρi(r) = |ψi(r)|2 (2.11)

and

ρ(r) =
∑

i

ρi(r) (2.12)

In terms of density, Hartree potential takes the form of

V H
i (r) = e2

∑

j 6=i

∫

ρj(r
′)

|r − r′|dr
′ = e2

∫

ρ(r′) − ρi(r
′)

|r − r′| dr′ (2.13)

Similarly single particle exchange density can be written as

ρX
i (r, r′) =

∑

j 6=i

ψi(r
′)ψ∗

i (r)ψj(r)ψ
∗
j (r

′)

ψi(r)ψ∗
i (r)

(2.14)
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and exchange potential as

V X
i (r) = −e2

∫

ρX
i (r, r′)

|r − r′| dr′ (2.15)

Hartree-Fock potential is thus given by

V HF
i (r) = e2

∫

ρ(r′)

|r − r′|dr
′ − e2

∫

ρi(r
′) + ρX

i (r, r′)

|r − r′| dr′ (2.16)

which gives rise to Hartree-Fock density ρHF
i (r, r′). Total electron electron

interaction potential in terms of Hartree-Fock density is given by

V HF
i (r) = e2

∫

ρ(r′) − ρHF
i (r, r′)

|r − r′| dr′ (2.17)

The exchange term is extremely difficult to derive in practice because it

takes into account all the interactions between all electrons in the system.

Consequently, Hartree-Fock method is computationally expensive.

2.2 Beyond Hartree-Fock:

Density Functional Theory

Apart from the wave function based method that we have already discussed,

another effective way of solving the many body Hamiltonian is density func-

tional theory (DFT) based method. As the name suggests, one deals with the

density of the ground state electron distribution instead of the wave function.

All ground state properties of the many body problem are then expressed as

the functional of the ground state electron density. Success of the DFT ap-

proach is based on the success of Hohenberg and Kohn theorem [4] and the

derivation of a set of equations by Kohn and Sham [5] in the mid 1960s.

According to Hohenberg-Kohn theorem the ground state properties of many
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electrons system can be uniquely determined by a single electron density.

Though the original Hohenberg and Kohn theorems were formulated only

for non-degenerate ground states in the absence of a magnetic field but they

have now been generalized [6] and can be applied for degenerate system as

well.

The first Hohenberg-Kohn theorem [4] states that the external potential

Vext(r) and hence the total energy is a unique functional of a single elec-

tron density n(r). Thus

E[n(r)] =

∫

n(r)Vext(r)dr + F [n(r)] (2.18)

where F [n(r)] is an unknown functional of a single electron density n(r).

The problem of N electrons with 3N degrees of freedom thus reduces to

the problem of one electron with three degrees of freedom only. This huge

simplification by Hohenberg-Kohn theorem gives the ability to deal with

larger systems.

Second Hohenberg-Kohn theorem states that the ground state energy can be

obtained variationally. The single electron density which minimizes the total

energy is the exact ground state density. So, variationally we can achieve a

density n(r) such that E[n′(r)] > E[n(r)] for all n′(r). This density is the ex-

act single electron density which mimics the many body electron density that

we started with. Thus within the framework of DFT the intractable problem

of N coupled electrons in an external potential is reduced to a tractable single

electron in an effective potential problem.
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2.2.1 The Kohn-Sham Equations

Kohn and Sham separated F [n(r)] into three distinct parts so that the func-

tional E[n(r)] becomes

E[n(r)] = Ts[n(r)] +
1

2

∫ ∫

n(r)n(r′)

|r − r′| drdr′ + Exc[n(r)] +

∫

n(r)Vext(r)dr

(2.19)

where Ts[n(r)] is defined as the kinetic energy of a non-interacting electron

gas with density n(r),

Ts[n(r)] = −1

2

∑

i

∫

ψ∗
i (r)∇2ψi(r)dr (2.20)

where we have taken ~ and me as unity and Ts is not the kinetic energy of

the real system. Equation 1.19 also defines the exchange correlation energy

functional. As the total number of electrons in a closed system is fixed, we

obtain

δ

δn(r)

[

E[n(r)] − µ

∫

n(r)dr

]

= 0 (2.21)

or
δE[n(r)]

δn
= µ (2.22)

This equation can now be written in terms of effective potential as

δTs[n(r)]

δn(r)
+ Veff (r) = µ (2.23)

where

Veff (r) = Vext(r) +

∫

n(r′)

|r − r′|dr
′ + Vxc(r) (2.24)
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and Vxc(r) =
δExc[n(r)]

δn(r)
(2.25)

To find the ground state energy E0 and the ground state density n0, the one

electron Schrödinger equation

(

−1

2
∇2

i + Veff (r) − εi

)

ψi(r) = 0 (2.26)

should be solved self consistently with

n(r) =
∑

|ψi(r)|2 (2.27)

2.2.2 Exchange-Correlation Functional

In the simplest form the idea of correlation can be described from the def-

inition of the joint probability density of finding one particle at position ra

with the other particle at rb. If these two particles are correlated then the

probability of finding one particle at a certain position depends on the pres-

ence of the other particle at another position. Thus for a correlated system

of particles, the joint probability cannot be defined as the product of the

individual probability densities. On the other hand, exchange interaction is

purely quantum mechanical effect between identical particles. This effect is

due to the property of wave functions of indistinguishable particles subjected

to exchange symmetry. For Fermions, the total wave functions change their

sign when two particles exchange their coordinates whereas for Bosons they

do not change. The idea of exchange and correlation is already there in the

Hartree-Fock treatment of the many electron problem where wave function

is approximated in the form of a single Slater determinant of single parti-

cle orbitals. The electron-electron interaction energy consists of a classical
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electrostatic part and the remainder which is the exchange energy. The re-

maining difference between the Hartree-Fock energy and the total energy is

defined as the correlation energy.

For any practical use of the density functional theory, we must know the

exact form of the exchange-correlation functional. However the exact form is

not known and may not be calculated exactly for any real system. Different

levels of approximations are made to take care of the exchange-correlation

functional. The quality of any DFT calculation thus solely depends on the

quality of the approximation that one employs during the formation of poten-

tial functional. Several successful approximations have so far been designed

and they can be categorized according to their level of complexity.

2.2.3 Local Density Approximation (LDA)

The simplest yet one of the most popular approximation to the exchange-

correlation functional is the local density approximation (LDA) which as-

sumes that the exchange correlation energy solely depends on the value of

the electronic density at that real space point. Thus the total exchange-

correlation energy of the system can be written as

ELDA
xc [ρ] =

∫

ρ(r)ǫhomo
xc dr (2.28)

where ǫhomo
xc is the exchange-correlation energy per particle of a homogeneous

electron gas of density ρ. In practice, exchange (Ex) and correlation (Ec)

parts are calculated separately. The exchange term takes the simple analytic

form with the approximation that the exchange energy in a system where

the density is not homogeneous can be obtained by applying homogeneous

electron gas results point-wise leading to the form
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ELDA
x [ρ] = −3

4

(

3

π

)
1

3

∫

ρ(r)
4

3 dr (2.29)

The correlation energy term is more complicated and cannot be calculated

analytically. They are generally obtained by fitting the energies to the many

body studies [8]. In modern DFT there are different functional like Perdew-

Zunger(PZ) [9], Perdew-Wang(PW) [10], Cole-Perdew(CP) [11], Vosko-Wilk-

Nusair(VWN) [12] depending on the fitting algorithm.

By construction, LDA exchange-correlation functional should be valid for

slowly varying densities only. But surprisingly it works exceptionally well

for both the metallic as well as insulating systems. This can be explained

crudely by the systematic error cancellation argument. In a homogeneous

system LDA underestimates correlation energy but over estimates exchange

functional energy term leading to a good estimation of the overall exchange-

correlation energy. Despite its efficiency, recent studies have shown that

LDA tends to overestimate cohesive energy by as much as 15-20% and

underestimates lattice constants by 2-3% [13]. Apart from these, the problem

of underestimation of the band gap [14] and inability to calculate long range

van der Waals interactions are also known. Despite all these problems, LDA

often is the first choice for several DFT calculations.

2.2.4 Generalized Gradient Approximation (GGA)

Despite the systematic error correction of LDA approach, it is often not a

reasonable approximation for the rapidly varying electron densities of most

of the materials and the necessity for a better approximation was realized

long back. The next improvement one can consider is to take into account
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the gradient at each point along with the density at the same position. Such

functional of the form of

EGGA
xc [ρ] =

∫

ǫxcf
GGA[ρ(r),∇ρ(r)]dr (2.30)

are known as the GGA functional. As the functional depends on the gra-

dient of electron density as well, it is often called ”semi-local” functional.

Many properties, like geometries [15], ground state energies [16] and the ef-

fect of weakly bonded systems have been calculated with better accuracy

than LDA. Depending upon the choice of fGGA several GGA functional have

been developed such as Perdew and Wang [10], Becke-Lee-Yang-Parr (B-

LYP) [17], Perdew, Burke and Ernzerhof(PBE) [18]. Despite all the im-

provements made, GGA also exhibits a tendency to overestimate lattice pa-

rameters [19] and to underestimate band gaps [20] for semiconductors and

insulators.

2.2.5 Plane Wave Pseudopotential Method

Applicability of any density functional theory based calculation depends on

the quality of the basis set that one setup to construct the single particle wave

function. Any orthonormalized set of eigen function Ψk
n under a periodic

potential can be represented exactly by a linear combination of infinite set

of plane wave basis

Ψk
n(r) =

∑

K

CKei(k+K).r (2.31)

where K is the reciprocal lattice vector. Since each basis function is k depen-

dent, we need a set of infinite k points to describe the wave function exactly.
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In practice this is impossible to work with and some simplification should be

made. One can introduce a k vector kmax, so that k < kmax. Within a free

electron model one can think of a characteristic cutoff energy Ecut = ~
2k2

max

2me

and all plane wave states within this sphere of radius kmax are included in this

basis set. We can further simplify our construction if we apply the idea that

valence electrons actively participate in determining most of the properties

of any system. This is the key idea behind the success of the pseudopoten-

tial method. The strong Coulomb potential of the nucleus and the effect of

tightly bound core electrons are replaced by an effective potential acting on

the valence electrons.

First successful implementation of the concept described above was Orthogo-

nalized Plane Wave method (OPW) by Herring in 1940 [21]. The idea was to

build valence states using plane waves that are orthogonal to the core states.

The OPW states constructed by this formulation is given by

ψOPW
k (r) =

1

ρ
{eik.r −

∑

j

< uj|k > uj(r)} (2.32)

the condition that ψOPW
k (r) is orthogonal to each function uj gives

< uj|q >= −
∫

uj(r)e
ik.rdr (2.33)

The ability to choose the localized function uj properly divides ψOPW
k (r) into

a smooth part plus a localized part. This smooth function can be represented

conveniently by plane waves. Philips and Kleinman [22] showed that one can

construct a smooth valence function ψv
i (r) given by

ψv
i (r) = ψ̃v

i (r) +
∑

j

Bijuij(r) (2.34)
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where ψv
i is the valence wave function ψ̃v

l is the smooth part and Bij is the

orthogonalization coefficient and the original Hamiltonian for the smooth

wave function becomes

Hψ̃v
i (r) = [−1

2
∇2 + Ṽ (r)]ψ̃v

i (r)

= ǫv
i ψ̃

v
i (r)

with Ṽ = V + V R where, V is the effective potential for ψv
i and V R is a non

local operator with

V Rψ̃v
i (r) =

∑

j

(ǫv
i − ǫc

j) < ψc
j |ψ̃v

i > ψc
j(r) (2.35)

From the definition V R is repulsive in nature due to the presence of positive

energy term (ǫv
i −ǫc

j). A deeper core state leads to a stronger repulsive poten-

tial. Thus Ṽ is much weaker than the original potential. This weak potential

is known as the pseudo potential. New functions ψ̃v
i obey the single particle

equation with a modified potential are called pseudo wave functions. They

are not orthonormal because the complete function ψv
i contains the sum over

the core orbitals. Norm-conserving potentials remove this complication by

implementing some restrictions. In norm-conserving potentials the all elec-

tron (AE) wave function is replaced by a node-less pseudo wave function with

the restriction on the pseudo wave function that the integrated charge inside

the core radius have to be same for the AE as well as PS wave function. This

ensures that the total charge in the core region is correct and the normalized

pseudo orbitals is equivalent to the true orbitals outside the core radius.
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2.2.6 Projector Augmented Wave (PAW) Method

Pseudo potential method is very efficient to describe valance electron prop-

erties. But the information of the full wave function near the core region is

completely lost and cannot be obtained. This can influence the calculation

of certain properties especially dependent on the core electron information

such as hyperfine parameters. Core electron properties can be obtained by

augmented plane wave (APW) method. In APW total wave function is di-

vided into two parts. Atom centered augmentation spheres where spherically

symmetric partial waves are used and bonding region outside of the sphere

spanned by some envelope function. Full wave functions are constructed

by matching solutions at the boundary of the augmented sphere. Projector

augmented wave (PAW) method, first proposed by Blöchl in 1994 [23] is a

more general approach which treats APW and pseudopotential method as

special cases. Thus PAW approaches the issue of rapidly oscillating wave

function into smooth wave functions which are computationally convenient

and provides a way to deal with all electron properties.

As the feature of wave functions are very different in augmented sphere as

well as bonding region we need a linear transformation operator to take us

from the smooth wave function|ψ̃ > to the all electron wave function|ψ >.

|ψ >= τ |ψ̃ > (2.36)

All electrons and smooth wave functions differ only near core region. Thus

the operator can be written as τ = 1 +
∑

R τ̂R where τ̂R is non zero within

augmentation sphere Ω only. Inside the sphere pseudo wave function is ex-

panded as |ψ̃ >=
∑

i |φ̃i > ci. We define projector function pi inside the

sphere so that < pi|φ̃j >= δij. The all electron partial wave functions are

chosen to be solutions of isolated atom Kohn-Sham equation and we can
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explicitly write down the transformation as

τ = 1 +
∑

i

(|φi > −|φ̃i >) < pi| (2.37)

The PAW method combines the above idea with the frozen core approxima-

tion. According to frozen core approximation the core states are assumed

not to be affected by the environment. Thus the core Kohn-Sham states are

taken to be identical to the core states of isolated atoms.

2.2.7 Flow Chart of a DFT Calculation

A typical DFT iterative routine starts with the structural information of the

system and the atomic potentials of the constituent atoms. A guess elec-

tron density is formed from the linear combination of the individual electron

density and the Kohn-Sham equation is set up and diagonalized. Blocked

Davidson iteration scheme, residual minimization scheme by direct inversion

in the iterative subspace are two of the famous diagonalization subroutines

frequently used for such purposes. The system energy is calculated and

checked for the convergence set by the user. Usually a convergence energy

of 10−5 eV is a standard choice. New electron density is calculated from the

old one and the Hamiltonian is diagonalized until the convergence criterion

is achieved. At this point one can optionally set the routine for structural

optimization. For such calculations the force on individual atom is calcu-

lated and force convergence criterion is checked. Atoms are moved according

to force directions and the new electron density is calculated again for the

modified positions of the atoms. Diagonalization subroutine iterate until one

achieves energy as well as force convergence simultaneously. At the end of the

iteration, one ends up with the ground state energy, single electron density

which can be used for further analysis such as calculating density of states
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or band dispersion, optimized structure and other physical properties of the

system. The flow chart of a standard DFT calculation is shown in the Figure

2.1.

Figure 2.1: Flowchart of the DFT electronic structure calculation

2.3 Maximally Localized Wannier Function

In most of the electronic properties study of solids, the states typically lying

within a limited occupied energy range close to the Fermi energy contribute

significantly to all the properties under consideration. Tight binding model

and Hubbard model are based on this idea in which only a minimal set of

energy bands are considered. These models rely on the existence of such
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minimal set of spatially localized orbitals spanning the relevant subspace.

Wannier representation of localized orbitals is an alternative representation

of real space wave functions defined via unitary transformation of the Bloch

orbitals and labeled according to the band index n and the lattice translation

vector R. Thus Wannier functions

ωnR(r) =
V

(2π)3

∫

BZ

[

∑

m

Uk
mnψmk(r)

]

e−ik.Rdk (2.38)

where V is the volume of the unit cell, the integral is over the whole Brillouin

zone and Uk is an unitary transformation that mixes the Bloch states. Choice

of Uk is not unique and different choices lead to different Wannier functions

with different spatial extensions. Wannier representation of the electronic

structure problem is widely known for its usefulness but the non uniqueness

of unitary matrix Uk makes it unsuitable to be applicable for any practical

problem. However prescription of Marzari and Vanderbilt [24] gives a practi-

cal solution to obtain Maximally Localized Wannier Functions (MLWF) for

isolated band structure problem and then extended by Souza et.al [25] for

entangled band problem as well. The idea is based on the minimization of

real space spread (Ω) of the WF, defined earlier. Ω is defined as

Ω =
∑

n

[〈

ωn0
(r)|r2|ωn0

(r)
〉

− |〈ωn0
(r)|r|ωn0

(r)〉|2
]

(2.39)

This total spread can be decomposed into a gauge invariant term ΩI and

gauge dependent term Ω̃. Ω̃ can further be divided into diagonal and off-

diagonal terms.

ΩI =
∑

n

[

〈

ωn0
(r)|r2|ωn0

(r)
〉

−
∑

mR

|〈ωnR
(r)|r|ωn0

(r)〉|2
]

(2.40)
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ΩD =
∑

n

∑

R 6=0

|〈ωnR(r)|r|ωn0
(r)〉|2 (2.41)

ΩOD =
∑

m6=n

∑

R

|〈ωmR(r)|r|ωn0
(r)〉|2 (2.42)

For an isolated group of bands ΩI is invariant under any gauge transforma-

tion, so the minimization of Ω̃ is sufficient for the minimization of Ω. In

order to obtain MLWF for entangled bands, method of disentanglement pro-

cedure in a subset of energy window is applied. This procedure defines an

Nk dimensional Hilbert space F (k) at each k points so that if Nk > N , the

aim is to find a subspace S(k) ⊆ F (k) among all the possible N dimensional

subspace of F (k) leading to the smallest ΩI . Then minimization of Ω̃ is ap-

plied in the subspace S(k) to obtain the maximally localized WF. In Figure

2.2 I have shown maximally localized Wannier function of Fe dz2 orbital for

Fe intercalated TaS2 structure from one of our calculations.

Figure 2.2: Maximally localized Wannier function of one of the Fe dz2 orbital

in Fe intercalated TaS2.
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Chapter 3

The Role of Passivants on the

Stoichiometry of CdSe and

GaAs Nanocrystals

3.1 Introduction

One finds significantly different properties from the bulk as one approaches

the nano regime. This has led to intense research activity in these materials

over the past two decades. The strong dependence of physical properties on

size, found especially in semiconductors, has significant technological impli-

cations and this coupled with the ease of fabrication and processing makes

this class of materials promising building blocks for materials with designed

functions [1–3]. In the past decade or so, colloidal chemistry route to the

synthesis of nano particles has emerged as a popular route to semiconductor

nano particles with wide ranging applications [4–6]. An access to a control

This chapter is based on J. Phys. Chem. C, 117, 21981 (2013).
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of the properties requires an ability to control the uniformity of size, shape,

composition, crystal structure, surface, magnetic, optical and other proper-

ties. Theoretically various aspects of the physics of nano particles/nano crys-

tals(NCs) have been investigated in the past using ab-initio methods which

have been quite successful in explaining various experimentally observed phe-

nomena. The self purification of dopants in Si nano paricles [7], Mn emis-

sion in Mn doped CdS NCs [8], magnetic properties of Fe/Cu codoped ZnO

NCs [9], role of dimensionality and quantum confinement in p-type semicon-

ductor Indium Phosphide quantum dots(QDs) [10] are some examples which

have been successfully investigated.

A typical synthesis of nano particles consists of three components namely

precursors, organic surfactants and solvent(s). Initially precursors decompose

in solution or react at relatively high temperatures to form a super-saturation

of monomers/dimers/trimers etc. followed by a burst of nucleation centers

and the growth of nano particles. A passivant which is usually an organic

surfactant is used to prevent an uncontrolled agglomeration of nano particles.

These organic molecules attach themselves to the surface of the NCs and

prevent agglomeration by means of charge neutralization. They also saturate

all surface dangling bonds to prevent any optical transitions involving surface

states [11].

The role of the introduced passivants has been seen to be more than just a

parameter introduced during the growth of the nano particles to control the

size of the NC. Earlier works have found them responsible for non-traditional

roles [12–15] which emerge as a consequence of their binding with the surface

atoms. In the case of thiolated gold NCs [16], what has been seen is that the

strong interaction between the ligand atoms of the passivant and the gold

atoms changes the d electron count of the surface atoms, thus inducing a
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small magnetic moment. The early work by Peng et al. [17] showed that

some of the ligands were found to bind more strongly than others to the

cations on the surface. As different surfaces had different number of cations,

this led to the growth of highly anisotropic structures with those directions

to which fewer passivants were attached growing faster than others. This

interaction could also in some cases modify the band gap of the semiconductor

[18]. This is because in the ideal case the passivant would interact with the

surface atoms and remove band gap states. However, in the case that the

interactions were not strong enough, the states would remain in the band

gap region, thereby modifying the band gap [18]. The oscillator strengths for

the optical transitions associated with such transitions would be drastically

reduced compared to the band edge transitions involving atoms from the core

region of the NC [19,20].

Binary semiconductors which belong to III-V and II-VI groups of the periodic

table mainly exist in two different phases - wurtzite and zincblende, with

the energy difference between them being very small, of the order of few

meV [21]. It has been shown that the choice of the passivant as a result of

stronger binding to a particular surface could induce a change in the delicate

energy balance that determines the favoured crystal structure [12,13] in these

systems. Thus the strong interaction of the ligand has been recognized to

lead to modifications of the properties of the NC compared to their bulk

counterparts. In this work we go a step further in this direction. Considering

a cation at the surface, when confronted with the choice of binding to a

passivating ligand and an anion, one finds that it is the strength of the bond

that dictates the choice. Atoms at different surfaces however have different

coordinations with the atoms of the layer below. A stronger binding with

the passivating ligand implies that those surfaces in which the surface atoms

form more bonds with the passivating ligands are the ones that are stabilized.
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3.2. METHODOLOGY

Analyzing few surfaces in the case of zincblende semiconductors, we find that

the polar surfaces comprise the more under-coordinated surfaces. As a result,

considering the example of CdSe and GaAs, enroute to the bulk limit, we

find that the passivating ligands play an important role in controlling the

surface stoichiometry and could in turn result in the growth of highly non-

stoichiometric NCs.

3.2 Methodology

NCs of GaAs and CdSe were generated preserving the underlying tetrahedral

coordination of the bulk zincblende lattice. In one scheme of generation, NCs

were generated by considering a central atom and adding one layer at a time.

The structure generated for GaAs for the case where four layers were added

(l=4) is shown in Figure 3.1a. This is generated by considering a Ga atom at

the core. The first layer (l=1) that is added consists of four As atoms, which

are singly coordinated with the Ga atom at the core. The next layer (l=2)

of twelve Ga atoms are then added and depending on the number of layers,

l subsequent layers are added. This scheme of generation led to highly non-

stoichiometric NCs as we can see from Table 3.1. While we considered the

central atom to be Ga in the case of GaAs, it was taken to be Se in the case of

CdSe NCs. In the other scheme of generation of the NCs, spheres of desired

radii centered at an atom were cut out from supercells of the zincblende

structure. These are shown in Figure 3.1b and the generated NCs are almost

stoichiometric as one finds in Table 3.1. In the present case the label l is

used to denote the maximum number of layers present in the NC. While we

took these NCs as the starting structures for a set of calculations, the surface

atoms were passivated with cationic (passivant that attaches to the anion)
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and anionic (passivant that attaches to the cation) pseudo-hydrogens with

the proper charge to neutralize the charge on the atom [22] for another set of

calculations. For instance, considering the example of CdSe, each Cd atom

donates 0.5 electron to each CdSe bond. So, a passivant that attaches itself to

Cd should have the charge 1.5, so that it has a filled shell after receiving the

charge from Cd. Similarly the cationic passivant which attaches itself to Se

has a charge of 0.5, so that it has an empty shell after donating the charge to

Se. In case of GaAs, we have used cationic and anionic passivants of charges

.25e and 1.75e respectively. For a single coordinated (coordination between

Ga and As or Cd and Se) surface atom we have used three such passivants,

for double coordinated surface atom two such passivants have been used and

for triple coordinated atom, one such passivant has been used (Figure 3.1).

This methodology of using pseudo-hydrogens has been used extensively and

successfully in the literature to explain various effects [8, 9, 23,24].

As the implementation of density functional theory that we use is for periodic

systems, 12 Å of vacuum is introduced in each direction to minimize the

interactions between periodic images. Electronic structure calculations were

performed within a plane wave pseudo potential implementation of density

functional theory as implemented in the Vienna Ab initio Simulation Package

code(VASP) [13,14] using projector augmented wave (PAW) [15] potentials.

The potential used for Ga had the Ga d states as a part of the core as this

was seen to be adequate earlier [28]. The GGA PW91 [16] approximation

for the exchange correlation functional has been used. All calculations were

performed at gamma point alone. Full geometrical relaxations were done for

all structures until an energy convergence better than 10−5 eV was achieved

and the atomic force on each atom was less than 5meV/Å . A typical flowchart

of such calculation is shown in Figure 2.1. Volume of the relaxed NCs was
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Radii in A

Number of atoms

with coordination
% of single and double

coordinated atoms
1 or 2 3 or 4

Non

Stoichiometric
GaAs

l=1 2.5 4 1 80

l=2 4.3 12 5 71

l=3 6.0 24 17 59

l=4 8.0 42 41 51

l=5 9.5 60 87 41

Stoichiometric

l=2 5.1 12 17 41

l=3 5.5 6 29 17

l=4 7.7 24 63 28

l=4 9.3 24 119 17

Table 3.1: Approximate radii, number of atoms with different coordinations,

and fraction of single and double coordinated atoms in A centered binary

NCs of type AmBn as a function of the number of layers l

determined by the convex hull method and radii have been calculated by

mapping volume into the formula of a sphere.

For the surface calculations we have chosen the non polar (110) as well as

the polar (100), (111) surfaces for the zincblende structure. Slabs consisting

of 16 CdSe monolayers were used to mimic the (110) surface while we used

17 CdSe monolayers to mimic (100) and (111) Se surfaces. Vacuum of 12 Å

between two periodic images along the growth direction was introduced to

minimize the interaction between images. A gamma centered 6 × 6 × 1 K

points mesh was used for the surface calculations. The surface calculations
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3.2. METHODOLOGY

Figure 3.1: Structure generation procedure for non-stoichiometric and stoi-

chiometric NCs of GaAs and CdSe. (a) Non-stoichiometric structures were

generated by adding concentric layers of cations and anions. (b) Stoichio-

metric structures were generated by truncating spheres from supercell.

were performed with pseudo hydrogens with the appropriate charge as used

in the case of the NCs. These results were contrasted with those in which no

passivant was used.
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Figure 3.2: Different surfaces considered for the zinc blende structures.

In order to understand the stability of NCs as well as surfaces quantitatively,

the formation energy was calculated by the formula

∆Hf =
1

m + n
[E(AmBnHcpHaq)−mE(A)−nE(B)−pE(Hc)−qE(Ha)−mµA−nµB]

(3.1)

Here, E(AmBnHcpHaq) is the total energy of the NC or surface consisting

of m number of element A, n number of element B and p and q numbers of

the two types of pseudo-hydrogen atoms respectively while E(A) and E(B)

are the energies of the elements A and B in their most stable bulk struc-

ture. E(Hc) and E(Ha) have been evaluated considering a binary molecule

formed by the pseudo-hydrogens respectively. As these molecules have differ-

ent electron counts, we got different energies for E(Hc) and E(Ha). We have

considered the orthorhombic structure for Ga [30], rhombohedral structure

for As [31] and hexagonal structure for both Cd [32] and Se [33] at their ex-

perimental lattice constants to evaluate the energies entering the expression

for the formation energy. The chemical potentials µA and µB are determined

by the criterion for stability of the bulk solids.
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3.3 Results and Discussions

The underlying tetrahedral coordination of the bulk lattice was preserved

while constructing the NCs. This has been observed in experiments [34] that

probe the local structure. Further the bond lengths/lattice parameters have

been found to be close to the bulk values [4, 35]. The passivated NCs have

been found to capture this effect and do not show significant reconstructions

[24]. They observed a reduction in bond length of only 1% from their

bulk values at the surface of passivated NCs. The candidates chosen for our

analysis have equal number of anions and cations in their bulk limit and

one of the motivations was to examine whether this remains to be the case

even in the nano regime. Two limiting scenarios of non-stoichiometric and

stoichiometric NCs were considered as discussed earlier. To compare the

relative stability of different structures, we calculated the formation energies

per atom in each case. While the oscillatory behaviour in the relative stability

for wurtzite vs. zincblende structures have been studied in terms of cohesive

energy [36] under relaxations of surface atoms only, we carried out complete

structural optimization at each volume in order to find the ground state

structure and energy. These quantities were computed for limiting values of

the chemical potentials, both cation rich as well as anion rich. This was done

to examine if cation rich conditions would favour a cation rich surface. In our

calculation we have studied both the experimental limits of excess amount

of cations and anions left in the solution.

In order to examine the limiting case of a surface of a NC we consider the

non-polar (110) as well as the polar (100) and (111) surfaces of CdSe in the

zinc-blende structure( Figure 3.2). Details of surface calculations have been

mentioned in the Methodology section. The surface atoms were passivated

with pseudo-hydrogens in each case and the formation energy of each surface
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Figure 3.3: Variation of the formation energy per atom for the passivated

NCs of GaAs and CdSe as a function of volume for the non-stoichiometric

and stoichiometric NCs under cation-rich (panels a and c) and anion-rich

(panels b and d) conditions. Radii of two largest, relaxed NCs have been

shown inside the panel a) and c). Ga and Se atom lie at the centre of GaAs

and CdSe NCs respectively. The type of atom that forms the outermost

layer in the case of the non-stoichiometric NCs has been indicated. This has

appeared in Ref. 37.

was calculated both with and without the passivating ligands. The formation

energies per atom for passivated NCs of CdSe as well as GaAs are plotted

in Figure 3.3 as a function of volume. The computed data points have been

indicated with symbols and they have been joined with lines to serve as

guides to the eye. Black points with solid lines and red points with dashed
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lines correspond to the values of formation energy as a function of volume

of the NCs for non-stoichiometric and stoichiometric NCs respectively. In

both limits, the cation rich as well as the anion rich, one finds that the

non-stoichiometric NCs are favoured over the stoichiometric ones. As the

crystal size increases, the formation energies tend to become less negative.

As a consequence of our definition of formation energy, one would expect the

value to be zero at the infinite-sized limit where the bulk semiconductor is

formed. These results suggest that as the crystal grows, one can have large

deviations from the ideal stoichiometry of the bulk with several configurations

CdnSem or GanAsm being realizable.

Two very different systems which were chosen for the study show very similar

trends, reinforcing our idea about the generality of these results. Again, the

choice of the central atom, as we have chosen Se and Ga as the central atom

for CdSe and GaAs NCs respectively, does not change the trend of our result.

The other limit that we consider is that of unpassivated NCs. Surprisingly,

one finds that the stoichiometric NCs (as indicated by red points with dashed

lines) are the ones favoured in almost the entire size regime (Figure 3.4 a, b,

c, d) that we have studied. There are a few instances when the cation/ anion

terminated non-stoichiometric NCs have similar or lower formation energy,

but the trend seems to indicate stoichiometric NCs are more favourable in

the absence of any passivant. The positive value of the formation energy of

unpassivated NC suggests that they are unstable. However the stability could

be modified by the presence of solvents, other ions present in the solution

and other effects which have not been considered here. This comparison

definitely indicates the role being played by passivants.

At this juncture we have compared these two limiting cases as the effect of

two competing interactions. One is in between cations and passivants and
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Figure 3.4: Variation of the formation energy per atom for the unpassi-

vated binary NCs of GaAs and CdSe as a function of volume for the non-

stoichiometric and stoichiometric crystals under cation-rich (panel a and c)

and anion-rich (panel b and d) conditions. Radii of two largest, relaxed NCs

have been shown inside the panel a) and c). Ga and Se atom lie at the centre

of GaAs and CdSe NCs respectively. The type of atom that forms the out-

ermost layer in the case of the non-stoichiometric NCs has been indicated.

This has appeared in Ref. 37.

another is in between cations and anions as shown in the schematic diagram

Figure 3.5. While the stronger value of the former interaction leads to a

cation rich surface (Figure 3.5a), higher values of the latter interaction leads

to an uncontrolled growth of NCs (Figure 3.5b). The question we then went

on to ask was what was it about the passivant that allowed the highly non-
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stoichiometric crystals to be favoured. One way to examine this is to plot

the orbital projected partial density of states for the surface as well as the

fully coordinated cations/ anions. This has been plotted for l=4, passivated,

non-stoichiometric NC of CdSe in Figure 3.6. In panel (Figure 3.6a) the Se p

partial density of states has been plotted for the Se atom at the core. Zero in

these figures represents the valence band maximum. At the surface, one has

Se atoms with different coordination and one finds that the singly coordinated

Se atoms have their centroid of the partial density of states deeper (Figure

3.6c) than the two-fold coordinated Se atom at the surface (Figure 3.6b). It

should be noted that although we say two-fold coordinated, we mean two-

fold coordinated with Cd atoms while the other two bonds are formed with

pseudo-hydrogens. The change in the centroid of the Se p partial density of

states to deeper energies when the numbers of pseudo-hydrogens/ passivant

atoms are more suggests strong interaction between the surface atoms and

the passivants.

Figure 3.5: (a) If the interaction strength between cation and passivant is

stronger than the interaction strength between cation and anion, a cation

rich surface is favoured. (b) Stronger interaction between cation and anion

leads to an uncontrolled growth of NC.
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A similar behaviour of the partial density of states is seen for the Cd atoms

also. The Cd s contribution to the partial density of states in the valence band

is plotted in Figure 3.7 for the case of l=5, non-stoichiometric, passivated

CdSe NC. The Cd s partial density of states associated with the layer next

to the core of the NC (layer 1 in our nomenclature) is pushed deeper into

the valence band depending on the number of passivant atoms coordinated

to the surface Cd atom. This suggests similar strong interaction between the

Cd atoms and the passivant.

Although the results plotted in Figure 3.6 and Figure 3.7 suggests strong

interactions between the surface cations/ anions with the passivants, the

question we asked is why should this favour the highly non-stoichiometric

NCs over the stoichiometric ones. The answer for this found to be a conse-

quence of the coordination of the surface atoms. The number of atoms with

1, 2, 3 and 4 fold coordination in each of the AnBm type of NCs is given

in Table 3.1. Additionally the number of 1-fold and 2-fold coordinated A or

B type of atoms in each case is given as a percentage of the total number

of atoms. The number of under coordinated atoms seems to be significantly

larger for the non-stoichiometric NCs than the stoichiometric ones. As we

already pointed out that the under coordinated atoms had the centroid of

the partial density of states deeper indicating a larger energy gain from the

interaction of the surface atoms with the passivants, the non-stoichiometric

NCs were favoured for the passivated case considered.

In order to examine this aspect more carefully we considered the (100), (110)

and the (111) surfaces of CdSe and calculations for the formation energy were

performed both in the presence and absence of passivants. The values are

given in Table 3.2.
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Figure 3.6: The Se p projected partial density of states (l=4, non-

stoichiometric and passivated NC) for a Se atom at (a) the core as well

as at the surface having (b) double and (C) single coordination with Cd

atoms. The zero of energy corresponds to the valence band maximum. This

has appeared in Ref. 37.

Surface Passivated Unpassivated

(100) -0.520 0.166

(110) -0.469 0.068

(111) -0.517 0.070

Table 3.2: Formation energies corresponding to different passivated as well

as unpassivated surfaces of CdSe.
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Figure 3.7: The Cd s projected partial density of states(l=5, non-

stoichiometric and passivated NC) for a Cd atom (a) in the first layer as

well as at the surface having (b) triple, (c) double and (d) single coordina-

tion with the Se atoms. The zero of energy corresponds to the valence band

maximum. This has appeared in Ref. 37.

In every case we find that the passivated surface is stabilized more because

of the interaction with the passivants. Further, the interaction with the

passivants is found to significantly stabilize the more polar surface (100)

and (111). This is consistent with the observations of Soni et al. [20]. The

coordination of the surface atom is given in each case for the different surfaces

one has for zincblende structures in Table 3.3. The polar surfaces are found
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to be significantly under coordinated supporting the result of highly non-

stoichiometric surfaces being favoured.

Surface (100) (110) (111)

Coordination # 2 3 1,3

Table 3.3: Surface coordination numbers corresponding to atoms on different

surfaces.

The passivants used in the present case are pseudohydrogens which do not

have several features that the bulky organic ligands used in experiments have.

However, they serve as a guiding principle and suggest that one could use

passivants to manipulate the surface stoichiometry. Recent studies [38] have

shown that the bulky ligands can be replaced by small inorganic functional

groups and the properties of the NCs remain largely unchanged. Further

the work by Puzder et al. [39] suggests that a significant part of the binding

energy of the passivant with the NC surfaces emerges from the end-element

attached to the surface atoms. These observations support the use of small

atoms, suggesting that the steric effects associated with larger organic lig-

ands may not play such an important role. Currently one has good passi-

vants only for the cations and not the anions. So, by suitably changing the

strength of the passivant, one could have a cation-rich surface which would

have a stronger efficiency for band edge optical transitions. Soni et al. [19,20]

have studied the coverage of CdSe surfaces in experiments using metal oleate

passivants. They find using atomic absorption spectroscopy that the Cd cov-

erage at the surface cannot be increased beyond a point in spite of having a

high concentration of Cd precursors. So, the present calculations suggest a

possible route of how this could be possible.
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3.4 Conclusion

In this work we have shown that passivating ligands introduced during the

growth of NCs have a significant role in determining the surface stoichiom-

etry of binary semiconductor NCs. While in the past, their roles had been

identified as removing dangling bond states as well as preventing agglomer-

ation of NCs during growth, in this present work we show that the strong

interaction between the surface atoms of the NC and the passivant could lead

to the passivant determining the surface stoichiometry. Considering two typ-

ical examples of binary semiconductors- one, a III V compound, GaAs, while

the other, a II VI compound, CdSe, we find that highly non-stoichiometric

NCs are favoured in both cases in the presence of strongly interacting passi-

vants. The results are additionally supported by calculated results on various

surfaces of CdSe that were considered.

Part of this work is continued from [37] for the completeness.
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Chapter 4

Optical Transition in Mn doped

Semiconducting Nanocrystals

4.1 Introduction

Luminescent semiconducting nanocrystals(NCs) have attracted considerable

attention in recent years as potential candidate for light emission diodes.

The advantage of these NCs over conventional fluorescent materials is the

ability to tune emission energy by changing the NC diameter only. Excel-

lent colour reproduction and very bright emission energy are also the added

advantages. But the problem with these NCs is the self absorption of emit-

ted photon [1, 2] by other NCs in the ensemble which leads to drastic fall

in the overall emission yield. This problem can be avoided in another type

of NCs where the optical emission involves dopant state only [3, 4]. In the

excitation process, an electron from the host site is excited first. The energy

is then non-radiatively transferred to the dopant state followed by the ra-

diative deexcitation involving dopant states only. However the condition for
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such mechanism to work is constrained by the fact that the host band gap

should be more than the dopant energy level gap. Undoubtedly Mn doped

semiconducting NCs have been examined extensively for such application.

But as the radiative transition involves states coming from atomic like Mn

d states only, these NCs lack the ability to vary the emission energy with

the variation of NCs diameter. Indeed experimental evidences show no or

very small tunability [5–8] associated with such transition in Mn doped NCs.

Another problem with Mn d emission from such doped NCs is the finding

of large spectral width associated with such transition. This is inconsistent

with the fact that atomic like 4T1-
6A1 Mn emission should be very sharp in

nature. However experimental reports find the line width to be of the order

of 200 meV [10]. There are early attempts to explain this ambiguity and it

was attributed to the strong coupling between electronic states coming from

Mn d levels and acoustic vibration of the host material [10]. However such

explanation fails to address the issue of considerably larger spectral width

than even found in doped bulk semiconductors [11,12].

Recently these long standing problems have been addressed successfully. Spa-

tially resolved optical emission data from individual doped NC [9] have shown

that a wide range of tunable colours from these Mn doped NCs are also possi-

ble. This arises from the fact that the ligand field strength varies at different

symmetry inequivalent sites occupied by Mn ions. The significantly distorted

ligand field near the surface gives rise to very different transition energy than

that from core doped NCs and one can tune emission peak over 370 meV.

Contrary to the earlier results they also have found the emission from indi-

vidual doped NC to be very narrow and the anomaly in the large linewidth

was found to arise from the contribution adding up from multiple excitonic

sites in the ensemble [9]. Despite all these efforts it remains unclear, why does

such Mn emission remain atomic like? Mn d levels are expected to interact
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with nearby anionic states and as these interaction strengths change with

material one expects different emission energies. However experiments show

that the emission is largely independent of the chemical nature of the host

NC. In this chapter, with the help of density functional theory calculations

we have addressed the issue. Considering doping at two inequivalent cationic

sites near the core of NC we are able to capture the experimental findings

of invariant transition energy. Moreover we have considered two different

host materials CdS and CdSe and substituted one cationic site with Mn ion.

Despite of having huge difference in Mn-anion bond lengths in these two sys-

tems, emission energies are found to be very similar. Analysis of the density

of states(DOS) coming from Mn and nearby host anionic sites reveal that

there is substantial interaction between them. However the interaction nor-

malizes in such a way that the relative position of interacting states remain

fixed. Moreover there are changes in Hund’s coupling strength and crystal

field strength with the change of host materials but the magnitude of change

in these energetic are very similar which results in the invariant transition

energy.

4.2 Methodology

We follow the methodology as detailed in section 3.2 to generate non-

stoichiometric passivated NCs of CdS from its wurtzite bulk structure. For

present calculations a cation terminated CdS nanocrystal with diameter of

18 Å was generated. 50% cationic sites have been substituted randomly with

Zn to form alloy of Zn48Cd48S57. One of the cationic positions near the core

is chosen and has been substituted with Mn ion to generate doped NC. Fig-

ure 4.1 shows our first core doped NC. Two inequivalent cationic positions
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Figure 4.1: Relaxed non-stoichiometric NC of MnZn47Cd48S57.

near the core of the NC were considered. First principle electronic structure

calculations have been performed with VASP [13,14] which involves a plane-

wave projector augmented wave (PAW) [15] implementation of the density

functional theory. We have used generalized gradient approximation to the

exchange correlation functional [16]. All calculations have been performed

at gamma point only. An energy cutoff of 350 eV has been set for the ki-

netic energy part of the plane waves included in the basis. Internal positions

were relaxed until an energy convergence of 10−5 eV along with the force

convergence of 5 meV/Å achieved. To further analyze the optical transition

in the dilute limit we have used bulk supercells of host semiconducting mate-

rials and have substituted one cationic position with Mn ion. Two different
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semiconductors CdS and CdSe have been chosen to analyze the scenario of

doping different host materials with very different Mn-anion bond lengths.

All calculation details are similar to the case of earlier calculations however

a Monkhorst-Pack k points grid of 6 × 6 × 6 have been used here.

4.3 Results and Discussions

Experimental evidences of optical emission from Mn doped NCs show a well

defined peak near 580 nm region [17–20]. This peak is independent of the size

and even the chemical nature of host NCs. To explore such optical transition

we started with the NCs of CdS. A well-known difficulty of probing optical

transition from Mn doped CdS NC is the strong overlap of the emission

arising from the surface of the host with the Mn emission. However this can

be avoided by the means of forming alloy of ZnS and CdS [9]. To mimic

such scenario we have formed non-stoichiometric NCs of Zn48Cd48S57 and

substituted one cationic position near the core to generate doped NC. The

energy minimization leads to a structure where Mn-S bond lengths are found

to be 2.33, 2.33, 2.34 and 2.35 Å. Doping in another inequivalent cationic

position near the core generates another structure where relaxed Mn-S bond

length are found to be 2.34, 2.35, 2.35 and 2.36 Å.

In tetrahedral environment of S ions, Mn d orbital splits into doubly degen-

erate e and triply degenerate t2 levels. In the ground state, Mn +2 ion with

five unpaired electrons occupy all of the majority spin levels with e and t2

symmetry and all minority spin channels remain unoccupied. However in the

first excited state one electron of the highest occupied t2 orbitals is trans-

ferred to minority spin e electron (this outwardly spin-forbidden transition is

allowed because of the finite spin-orbit coupling strength). Such d-d transi-
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Figure 4.2: Hund’s splitting and crystal field splitting in tetrahedral envi-

ronment. d-d transition energy has been calculated from their values.

tion energy from the first excited state to the ground state can be expressed

in terms of Hund’s coupling strength(Jh) and crystal field splitting(∆). As

Mn is in high spin state, the splitting between majority and minority en-

ergy levels with identical symmetry is given by 4Jh. Considering the crystal

field splitting(∆) between t2 and e orbitals, d-d transition energy can be

computed as 4Jh-∆. Figure 4.2 explains the transition energy in tetrahe-

dral environment. Any distortion in the local environment should further

remove the degeneracy and looking at the DOS contributed by the Mn d

states near the Fermi energy, as shown in Figure 4.3, we found a small but

finite energy splitting in the t2 and e levels. Moreover, the splitting in the

t2 states is larger than in the e levels. Despite this additional symmetry re-

moval, the transition energy corresponding to first(Core 1) and second(Core
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Figure 4.3: Density of states corresponding to Mn d states in Mn doped

NC alloys. Two inequivalent cationic doping positions were chosen while

constructing the structures.

2) structures are found to be 1.89 eV and 1.90 eV respectively. This invari-

able transition energy from two inequivalent sites are indicative of an atomic

like transition from Mn d states. However very similar bond lengths in two

inequivalent positions could be responsible for such similar emission energy.

In the local environment of S ions, one expects finite interaction between Mn

d and S p levels and any change in such environment should also reflect in

the change in transition energy. To check whether there is any such interac-

tion between Mn and neighbouring anions in the doped structure, we have

explored the bulk structure with dilute doping concentration. A supercell

comprising of sixty four atoms have been generated and one cationic posi-

tion has been replaced with Mn atom to form MnCd31S32. Figure 4.4 shows
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Figure 4.4: Crystal structure of a representative unit cell of Mn doped CdS.

the crystal structure of a representative cell of Mn doped CdS. For simplicity

we also have shown the MnS4 tetrahedra. A complete structural relaxation

leads to a structure where Mn-S bond lengths are found to be 2.37 Å. To

check the interaction between Mn d and S p states, we have plotted spin

and orbital projected DOS for Mn d and S p states in Figure 4.5. Zero in

these figures represents the valence band maximum(VBM). Peaks near the

VBM are mainly contributed by the Mn d states with t2 symmetry. However

significant hybridization between Mn d and S p induces finite contribution

from the S p levels also. In a two band bonding and anti-bonding model, as
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Figure 4.5: Spin and orbital projected density of states of Mn d and S p

states in MnCd31S32.

shown in Figure 4.6, this level can be attributed to the anti-bonding state

with major contribution from Mn d levels. The conjugate bonding states are

around 3.5 eV below the VBM. Moreover the interaction between Mn d and

neighbouring S p majority spin channels induces spin polarization even in

the S p states. Further, we have plotted charge density (Figure 4.7) within

an energy energy window of 0.5 eV below the VBM to show the admixing be-

tween Mn d and S p states. Comparing the DOS in a distant S atom (shown

in panel c of Figure 4.5) we found all these feature to be absent and the main

contribution lies near 2 eV below the Fermi energy. All these results confirm

our prediction about the strong interaction between Mn and neighbouring

anions.
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Figure 4.6: Bonding and anti-bonding levels coming from interaction between

Mn d and S p.

Figure 4.7: Charge density plot within an energy window of 0.5 eV below

the Fermi level shows the covalency between Mn d and S p states.
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Figure 4.8: Spin and orbital projected density of states of Mn d and Se p

states in MnCd31Se32.

To check the scenario in another tetrahedral environment but with very dif-

ferent Mn-anion bond lengths, we have considered the case of CdSe host

material. Similar to the earlier structure a supercell of CdSe consisting of

sixty four atoms have been generated and one cationic position has been re-

placed with Mn to form MnCd31Se32. In completely relaxed structure, Mn-Se

bond lengths are found to be 2.55 Å which is significantly larger than Mn-S

bond lengths in doped CdS. Despite this huge difference in bond lengths,

features of the DOS (Figure 4.8) remain unchanged. Main contribution near

the VBM is mainly coming from Mn d orbitals with t2 symmetry and the

significant admixing between Mn d and nearby Se p states in the majority

spin states are also evident from the DOS. Moreover the relative position
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Figure 4.9: Optical transition energy in Mn doped (a)CdS and (b)Mn doped

CdSe, calculated from the energy eigenvalues at the gamma point.

of bonding/anti-bonding levels remain fixed, indicating a very similar inter-

action strength. This result is apparently violating Harrison’s scaling law

which predicts a decrease in p-d interaction strength with the increase in

bond length. However one should note that as one moves from 2p to 3p

orbital, the spatial extent of delocalized p orbitals increases further and one

can feel the effect of delocalized orbitals from a larger distance. This effect

compensates for the change in interaction due to larger bond length and the

effective interaction strength remains unaltered.

To arrive at energy level diagrams for Mn 3d levels, eigen vectors correspond-

ing to different eigenvalues at the gamma point have been analyzed for their

symmetry. Such level diagram for Mn d levels in doped CdS has been shown

in the Figure 4.9(a) with energy plotted along Y axis. Hund’s field splitting

between levels with e symmetry and the crystal field splitting in the occu-

pied Mn d levels have been found to be 2.51 eV and 0.80 eV respectively.

This results in a Mn d transition energy of 1.71 eV in doped CdS structure.

A similar energy eigenvalue analysis for Mn d levels in doped CdSe (Figure

4.9(b))indicates that there are reduction in both Hund’s splitting as well as

crystal field splitting compared to the earlier case. Hund’s field splitting and

crystal field splitting are found to be 2.34 eV and 0.69 eV respectively. How-
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ever the reduction in both energetic are almost same which results in a very

similar transition energy of 1.65 eV.

4.4 Conclusion

We have investigated optical transition in Mn doped semiconducting NCs

within density functional theory. Contrary to the earlier belief, we have

shown that Mn d levels interact significantly with neighbouring anionic p

states leading to occupied bonding and anti-bonding levels. Despite the

strong interaction between Mn d and nearby anionic states, the relative posi-

tions of these two levels remain independent of local environment. The spatial

extension of 3p orbitals are fairly larger than that of 2p orbital. This com-

pensates for the change in interaction due to larger Mn-anion bond lengths

and the effective interaction remains unaltered. Moreover, analyzing the

Mn d energy level diagram at gamma point, we found a decrease in Hund’s

field splitting as well as crystal field splitting while going from MnCd31S32 to

MnCd31Se32. However the change in both energetic are almost same resulting

very similar optical transition energy in both the cases.
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Chapter 5

Ultrathin Films of CdS and the

Polar Catastrophe Model

5.1 Introduction

Polar surfaces of oxides have received a lot of interest in recent times, spurred

primarily by the good quality of oxide films which allowed unusual physics

in this regime to be probed [1–3]. The field started more than thirty years

ago with the observation of imperfect interfaces for lattice matched hetero-

valent semiconductors [4]. It was then realized that the interfaces of polar

semiconductors can never be perfect and this is what led to strong intermix-

ing of atoms. More recently with the ability to isolate single monolayers of

graphene [5], the field of layered semiconductors has been rejuvenated. The

inability to use graphene which is a zero band gap semiconductor in devices

as we know them, has pushed the focus towards layered semiconductors such

as MoS2, MoSe2, WSe2 [2–5] etc.. Surprisingly, even ionic binary semicon-

ductors which favour the wurtzite structure in the bulk have been found to
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exist in the graphitic phase in the few monolayers limit with ZnO [10–12] as

an example. This transformation is driven by electrostatic considerations, as

even when the films of these materials were grown without any bias for the

growth direction, the polar c-direction was favoured. This was traced to a

transition to a graphitic phase which had no dipole moment associated with

it [13]. One is familiar with sp2 bonded phases among the first row elements

and the compounds that they form. The natural question that followed was

what happens to compounds formed by later row elements at the few mono-

layers limit. As structures not often encountered in the bulk are relatively

abundant among nano materials [14], would we find examples of graphitic

structures here?

In order to examine this aspect, we consider the example of a covalent semi-

conductor, CdS. As the wavefunction should be more extended here and

ionic charge effect considerably less pronounced, the question we asked was

whether similar considerations that drove the favoured structures in the ionic

limit would be operational here. Interestingly we do find a graphitic phase to

be stable for 2% strained monolayer CdS, while the unstrained films favour

a buckled structure. Transformation to an sp2 bonded phase is accompanied

by a reduction in the nearest neighbour bond lengths to make up for the

lost coordination. However, the shorter bonds lead to increased Coulomb

interactions between electrons on Cd and S. The system responds by a buck-

ling of the plane which increases the Cd-S bond lengths. Alternatively the

Coulomb repulsion between electrons on nearest neighbour Cd and S atoms

can be decreased by subjecting the system to biaxial tensile strain. This

increases the Cd-S bond lengths and just 2% strain is found to result in a

stable graphitic structure, a rare find among the later row semiconductors.

At the bilayer limit and without any strain we find that the structure no

longer remains graphitic and the bonding is now more three dimensional and
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may be regarded as a step towards the bulk structure. In the case of the ionic

semiconductors, the belief was that the transition to the graphitic phase was

driven by potential divergence considerations for a polar surface. The buck-

led monolayer structure has a small dipole moment associated with it. With

thickness, the dipole moment will get enhanced and so while polar structures

may be realized at the few layers limit, with thickness there is a move to

overcome the polar divergence. This results in non-polar structures being

favoured beyond a critical thickness which is found to be two monolayers for

the more covalent semiconductor CdS.

5.2 Methodology

Monolayers/bilayers of CdS have been generated by truncating two/four

monolayers of Cd-S cut out from a bulk wurtzite [15] unit cell growing in

the (0001) direction. The in-plane lattice constants (ab plane) have been

kept fixed at the bulk experimental values while a vacuum of 20 Å has been

introduced in the c-direction between images in the periodic unit cells used in

our calculations. This is needed to break the periodicity along the growth di-

rection and thus to discard the interactions between images otherwise present

in the method of our calculations. In Figure 5.1 we have shown the initial

wurtzite fragment of CdS monolayer structure. One idea of our calculations

is to search for possible buckled structure in the monolayer limit and unit

cell of two atoms can be insufficient to show any buckling in the structure.

Thus, in order to realize buckling in the structures we have used 3×3×1 as

well as 6×6×1 supercells. As will be explained later on this chapter, we

have considered two different 3×3×1 supercell model structures to under-

stand buckling in the monolayer. While in one structure (Configuration 1 in
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Figure 5.2 (a)) anions have been placed periodically in three different planes,

in another structure (Configuration 2 in Figure 5.2(b)) they have been placed

in two planes only.

Figure 5.1: (a)Initial wurtzite fragment of the structure and the (b) planar

structure after geometrical relaxations.

Figure 5.2: Two possible buckling configurations in the monolayer of CdS

are shown. (a) In configuration 1, anions can be placed in the plane above,

below and intermediate planes. (b) In configuration 2, anions can be placed

in plane above and below only.

Ground state energies have been calculated within a plane-wave implemen-

tation of density functional theory using projector augmented wave (PAW)
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[16, 17] potentials as implemented in Vienna ab-initio Simulation Package

(VASP) [15]. We have used the local density approximation (LDA) [22] for

the exchange correlation functional. Full geometrical optimization of internal

coordinates have been done in absence of any symmetry till an energy con-

vergence of 10−5 eV and force convergence of 5 meV/Å have been achieved.

For model structures the total energy has been evaluated as a function of a

reaction coordinate. All symmetry operations have been switched off dur-

ing the supercell ground state energy calculations. A dense gamma centered

mesh of 16×16×1 K-points has been used to span the whole Brillouin zone

while calculating ground state energies. Dynamical stability of all the derived

structures has been investigated by calculating the phonon spectra. Finite

displacement method as implemented in the Phonopy code [23] has been used

to calculate the force constants and therefore the phonon dispersion. Super-

cells of 4×4×1 unit cells of the planar structure with gamma centered mesh

of 8 × 8 × 1 k-points have been used to calculate force constants accurately

within our density functional theory calculations. The acoustic sum rule has

been used to ensure zero phonon frequencies for all three acoustic phonon

modes at gamma point. Both chiral as well as achiral structures were consid-

ered in the two monolayers limit. Chiral bilayer structures of CdS and CdSe

have been generated by truncating two layers of cations and anions from the

bulk wurtzite structures. As already mentioned, we have kept the in plane

lattice constant fixed to the bulk values but have introduced vacuum along

(0001) directions. Achiral structures have been generated from the initial

chiral structures and by swapping positions of one cation with anion. All

electronic and structural calculations are similar to the calculations done for

monolayers. To calculate the polarization, we have used the Berry phase

method [24] as implemented in VASP. For further analysis the ab-initio band

structure has been mapped onto a tight binding model with Cd s and S s,p
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orbitals in the basis. The radial parts of these wavefunction are maximally

localized Wannier functions. The VASP to Wannier90 [21, 26] interface has

been used for these calculations.

5.3 Results and Discussions

At the outset we took two monolayers of CdS(one layer each of Cd and S)

cut out from a wurtzite cell to examine if a graphitic phase was stabilized.

Allowing the atoms to relax and lower their energy, we found a barrier-less

transformation into the graphitic phase. The graphitic phase was found to

be 197 meV/ formula unit (f.u.) lower in energy than the starting wurtzite

derived structure. In the bulk wurtzite structure of CdS, each cation and

anion are tetrahedrally coordinated with each other and the bonding is found

to be sp3 type. Part of the energy gain in a transformation from a sp3 bonded

structure to a sp2 bonded one comes from shorter Cd-S bonds. The reduction

in bond lengths compensates for lost coordination. These are found to be

reduced by 6% from the wurtzite phase. In contrast one found the reduction

to be 8% in the case of carbon [5]. As this was a rare occurrence of a graphitic

phase in a later row semiconductor, we went on to probe if the structure was

dynamically stable. For that we calculated the phonon dispersion considering

the planar structure. The calculated phonon dispersion are shown in Figure

5.3.

Mode softening for one of the acoustic phonon modes is found along most

of the Brillouin zone. The deepest phonon instabilities at M and K point

have been found to arise from the force on S ions trying to move them out

of plane(In the inset of Figure 5.3 we have shown the direction of force

corresponding to M and K points). The reason that the planar structure
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Figure 5.3: Phonon dispersion of planar monolayer of CdS. Mode softening

through out the Brillouin zone signifies the dynamical instability of such

structure. Resulting force acting on S ion, corresponding to M and K points

are shown in the inset.

is unstable is because the system makes up for lost coordination in going

from the four fold coordinated wurtzite phase to the three fold coordinated

graphitic phase via shortening the Cd-S bonds. However, in contrast to

the first row compounds, even at these reduced distances one finds that the

Coulomb repulsion between electrons on Cd and those on S is substantial.

Considering a 3 × 3 × 1 supercell of CdS and allowing the atoms to move

out of plane, one finds that the system gains energy by buckling. The anions

move out of the plane formed by the cations in the buckled structure, with

them lying in the plane above or the plane below. In the buckled structure

one finds that the Cd-S bond lengths have increased to 2.43 Å as against the
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bond length of 2.39 Å found in the planar structure. This buckled structure

along with the separation between upper and lower anionic planes has been

shown in the Figure 5.4. Anions in the plane above and below the cation

plane have been indicated with U and D respectively.

Figure 5.4: (a)Buckled monolayer structure of CdS. Anions denoted by U and

D are in the planes above and below respectively of the plane formed by Cd.

Separation between U and D planes are shown separately. (b) Frustration in

the buckled hexagonal structure is shown.

Movement of anions can be understood from the idea of spatial extension of

the wavefunction associated with different orbitals. As a result of the more

extended wavefunction of the 3p orbitals of sulfur, the Coulomb interactions

between anions are also large, although they are second neighbours. In order
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to reduce this Coulomb repulsion they move as far away as possible. Thus

their separation increases in the buckled structure from the distance of 4.14

Å found in the planar structure to 4.23 Å.

In addition to the reduction in the Coulomb interactions which shows up

in the difference in the Hartree energy between the two structures, one also

has a gain from sp3 bonding in the buckled structure. The bond angles

between Cd and S are now found to be 116 and 121 degrees, suggesting a

mixture of sp3 and sp2 bonding. The separation between upper and lower

anionic planes is found to be 0.96 Å. As the unit cell was large, we have

calculated phonon dispersion at the gamma point only and phonon modes are

found to be positive. These results suggest that by increasing the separation

between Cd and S atoms, one can reduce the Coulomb interactions between

electrons on both atoms. In order to examine if this would stabilize the

structure, we calculate phonon dispersion for the planar structure subjected

to 2% biaxial strain. Phonon dispersion is shown in Figure 5.5. It is not

immediately evident that the structure should be stable as we are reducing

the gain from bond formation by expanding the lattice. Surprisingly we find

only positive phonon modes, indicating that the structure is stable. So, one

has the rare realization of a sp2 bonded phase for CdS. The phase has earlier

been stabilized for first row elements and their compounds.

In order to realize a zero dipole moment for the buckled structure it is evi-

dent that we must have equal numbers of U and D sites. Additionally each

anion wants to maximize its separation between nearest neighbour anions.

This can be achieved if the anions in the upper plane have all of its anionic

neighbours in the lower plane. In the buckled hexagonal geometry of CdS

this is not possible. Referring to the Figure 5.4(b), anion U indexed by 1

wants to maximize the separation between all anionic neighbours. This can

87



5.3. RESULTS AND DISCUSSIONS

Figure 5.5: Phonon dispersion of planar monolayer of CdS under 2% biaxial

strain. Structure is found to be dynamically stable from its phonon dispersion

analysis.

be achieved if all of its anionic neighbours sit in the D plane. Thus we should

have anions indexed by 1 and 2 in the D plane. But if anion 2 is in D plane,

we should have anion 3 in the U plane. Therefore positions of anions in the

buckled structure is not well defined. The problem is analogous to finding

an anti-ferromagnetic ground state on a triangular lattice where analogous

to the U and D sites, one has up and down spins. This is a well studied

problem in magnetism and indeed a completely anti-ferromagnetic state is

not realizable. In the present problem we have another option for the choice

of the anion site. It could occupy a position in the same plane as the cations.

We denote this by I. We then consider two configurations 1 and 2 as shown

in Figure 5.2. In configuration 1 we have some anions at I site and so we
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can satisfy the zero dipole moment requirement. Configuration 2 has more

number of atoms in the lower plane(D) than in the upper one and hence

has a net dipole moment. Placing the anions in configurations 1 and 2 at

different anion separations we find that for all relevant values, configuration

2 has lower energy(Figure 5.6). This indicates that a finite dipole moment

would be inevitable for structures of later row compounds. The optimized

structure whose ground state energy is shown as a diamond in the same figure

is primarily derived from configuration 2 again has a finite dipole moment

associated with it.

Figure 5.6: Total energy comparisons between two different configurations.

Configuration 2 is found to have lower energy near relevant region. Com-

pletely relaxed structure is found to have 6 meV/f.u. lower energy than the

Configuration 2.
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Arranging unit cells with opposite polarization in the ab-plane so that we

have a net zero electric polarization again does not lead to a solution which

has lower energy. The energy per formula unit for the two buckled structures

found at the monolayer limit are not found to be substantially different from

each other. The calculated dipole moment per unit volume or the electric

polarization are shown in Table 5.1 for monolayers of wurtzite structure of

CdS and ZnO. The value for ZnO is found to be larger, consistent with

the more ionic nature of the compound. While ZnO favours a graphitic

phase which has a zero dipole moment associated with it, CdS is found to

favour a buckled graphitic structure which has a small polarization of 3.85

µC/cm2(Table 5.1). These results suggest that for more covalent materials,

at the monolayer limit a structure with a finite dipole can be sustained while

for thicker films the only way for these semiconductors to avoid a divergence

of the electrostatic potential is to adopt a non-polar structure.

System Polarization

ZnO wurtzite 195.82 µC/cm2

CdS wurtzite 117.52 µC/cm2

CdS buckled 3.85 µC/cm2

Table 5.1: Polarization of two monolayers of ZnO and CdS corresponding to

a fragment of the bulk wurtzite unit cell as well as the polarization for one

monolayer of relaxed buckled CdS.

We then went on to consider four monolayers of wurtzite CdS. Allowing the

atoms to move and find the minimum energy configuration, we found that

the ensuing structure had a zero dipole moment, and was 300 meV/f.u. lower

in energy than the one monolayer relaxed structure. An unusual structure

was realized which could be described as chiral and is shown in the Figure

5.7. Each Cd atom has three S neighbours in the ab plane which are 2.46
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Å away. In the z direction, there is a S neighbour which sits above the Cd

atom making a bond length of 2.76 Å. Hence this structure represents a step

towards the bulk wurtzite structure for CdS with the coordination equal to

four.

Figure 5.7: (a)Chiral bilayer and (b) Achiral bilayer of CdS.

Examining the energetic which make this configuration favourable, we see

that it is both the increased coordination as well as the gain in Coulomb

interactions which stabilize this structure. In order to minimize Coulomb

interactions between neighbouring atoms, each Cd prefers to have S atom

on top in the c direction. This is especially evident when we examine the

achiral configuration which is 361 meV higher in energy in which the Cd/S

atoms are on top of each other. As the Cd atoms have localized d electrons

as a part of the valence band, they prefer to have large separation of 3.73

Å in the achiral structure that they form. Considering In, Ga compounds

[27, 28] where the d electrons are deeper, one finds that it is the achiral

structure which is favoured. In addition to the weaker Coulomb interactions

on the In/Ga atoms, there is also substantial hopping interaction between the

atoms. The next question we asked was whether the bilayer chiral structure
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which was found to have the lowest energy in our structural optimization was

dynamically stable. In order to examine this we have calculated the phonon

dispersion along various symmetry directions as shown in Figure 5.8. Other

than small regions near Γ points we did not find imaginary phonon modes.

These regions of instability are extremely sensitive to the size of the supercell

and vanishes as the size of the supercell is increased (shown in inset of Figure

5.8).

Figure 5.8: Phonon dispersion of chiral bilayer of CdS. Removable phonon

instability near gamma point is shown in the inset.

The band dispersion for the bilayer chiral structure has been calculated and

is shown in Figure 5.9. The system is found to have a direct band gap of

1.81 eV, with both the VBM as well as the CBM found to occur at the Γ

point. There is lifting of degeneracy of the S p orbitals contributing to the

valence band maximum. One finds that while px and py orbitals contribute
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to the valence band maximum, the energy level with dominantly pz character

is 396 meV deeper. Degeneracy lifting in bulk wurtzite CdS structure due

to the crystal field splitting is found to be of the order of 50 meV and it is

thus fairly enhanced in the bilayer structure due to strong localization of the

wavefunction as a result of confinement in the z-direction.

Figure 5.9: Band dispersion of chiral bilayer of CdS. Crystal field splitting

at gamma point has fairly reduced from the monolayer limit but still higher

than the bulk value.

In order to understand the large stability of the bilayer with respect to the

planar structure, we have fitted the ab-initio band to a tight binding model.

Maximally localized Wannier functions with the appropriate spherical har-

monics are chosen as the basis functions. The bond lengths are similar and

so the extracted hopping interaction strengths are expected to be similar.
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The onsite energies referenced to the Cd-s orbitals are shown in Figure 5.10

while the S-px, py orbitals have similar energies for both systems, a huge

stabilization of 3.68 eV is found for the S pz orbital in the bilayer.

Figure 5.10: Onsite energies of S p states referenced to the Cd s states

determined from a fitting of the ab-initio band structure to a tight binding

model.

The energy of the S pz orbital for the monolayer is found to be only 2.84

eV deep. The origin of this stabilization is traced to the strong hopping

matrix elements of the S pz orbital with Cd pz orbital. This channel of

delocalization stabilizes the bilayer over the monolayer structures. There is

a priori no reason why the Cd-s levels should be aligned in both the systems.

We use the average electrostatic potential in the vacuum region and use that

as a reference in both systems. Average electrostatic potential reaches a

constant value in the vacuum region and that has been shown in the Figure
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5.11. The bilayer energies are found to move deeper and the conclusion

derived assuming the Cd-s orbitals are aligned remain.

Figure 5.11: Local electrostatic potential plot for different structures.

5.4 Conclusion

We have explored the possibility of forming graphitic phases in ultra thin

films of CdS. While the films formed at the experimental lattice constant

are found to exhibit buckling, a small biaxial tensile strain is found to sta-

bilize a graphitic phase. While divergence of the electrostatic potential are

found to drive the structures favoured for ionic compounds, for more covalent

semiconductors a finite though small dipole moment can be sustained at the

monolayer limit. This builds up the electrostatic potential with thickness

and at the bilayer limit a non-polar structure is strongly favoured.
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Chapter 6

Orbital Ordering Driven

Magnetism in Fe Intercalated

TaS2

6.1 Introduction

The isolation of the first two-dimensional material, graphene [1], has brought

the focus on the entire family of layered materials [2–6]. These systems are

obvious candidates to probe two-dimensional physics as the weak van der

Waal’s coupling between layers allows the facile removal of one or more layers.

These materials have been extensively studied in recent times and their appli-

cation in various devices explored. In this chapter we consider an interesting

member of this family of materials, Fe intercalated into TaS2 layers [7–10].

Depending on the concentration of Fe intercalation, one finds that the sys-

tem is either ferromagnetic or anti-ferromagnetic [11, 12]. Additionally one

finds a very large magneto-crystalline anisotropy associated with Fe0.25TaS2,
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which makes it useful for switching applications. In this work, we explore the

evolution of the magnetic properties with intercalation. Prior to the intro-

duction of the Fe atoms, one has only TaS2 layers which are metallic. This

has led to an RKKY [13] model being proposed to explain the magnetism.

Originally the model has been used to explain the oscillatory magnetic cou-

pling that one has in magnetic multilayers with nonmagnetic spacers [14],

and the present model seems to be in the same direction of thought, though

here instead of magnetic multilayers, we have an intercalated layer of Fe

atoms. Such a model assumes a spin only interaction between the magnetic

atoms and the conduction electrons. While this makes us to anticipate ferro-

magnetic interactions at some coverage and anti-ferromagnetic interactions

at some coverage, analyzing the magnetic phase diagram, it seems that one

can divide it into two parts. Up to an Fe concentration of 40%, it is found

to be ferromagnetic while it is anti-ferromagnetic above that [11, 12]. This

seems to suggest the presence of competing exchange pathways rather than

an oscillatory coupling. In order to examine this aspect, we have considered

several concentrations and examined the changes in the electronic structure

and its effect on the favoured magnetic structure.

Considering the 25% Fe intercalated case, one finds that the Fe dz2 levels

are occupied in the minority spin channel while these levels are unoccupied

on the Ta sites. For Fe0.5TaS2 on the other hand one has the minority

spin dx2−y2 orbitals on Fe occupied while dz2 orbitals are empty. At low

concentrations the typical Fe-Fe separations are 6 Å and so any coupling

between Fe sites is small. However, the topology of the structure is such

that it allows hopping between Fe and Ta sites in the z-direction, thereby

coupling the dz2 orbitals on both sites. This channel leads to a ferromagnetic

alignment of the spins on Fe in the z direction. As Fe donates two electrons

to the Ta levels, one finds that with increasing Fe concentration the Ta dz2
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levels get filled up. These levels then move below the Fe dz2 levels with which

they interact. As a result the Fe dz2 levels get emptied, and the electron in

the minority spin channel on Fe occupies the dx2−y2 orbitals. The channel of

hopping for ferromagnetically coupled Fe atoms is therefore removed. Hence

with increasing Fe intercalation we have a transition from ferromagnetism to

antiferromagnetism. This picture of the effect of the electronic structure on

the magnetism has been verified by artificially changing the character of the

highest occupied states on Fe at a particular concentration. This again leads

to a crossover from ferromagnetism to antiferromagnetism.

6.2 Methodology

The electronic structure of FexTaS2 for x=0.25, 0.33 and 0.50 was calculated

using the Vienna ab-initio simulation package (VASP) [15] which involves

a plane-wave projector augmented wave (PAW) [16, 17] implementation of

density functional theory. A gamma centered k-points grid of 16×16×8 has

been used with a cutoff energy of 500 eV for the kinetic energy of the plane

waves included in the basis. The generalized gradient approximation to the

exchange correlation functional has been used [18, 19]. Additional orbital-

dependent potentials have been used on Fe within the GGA+U framework

using the Dudarev implementation [17]. Unless otherwise stated, the value of

U that we have used is 4 eV. Spin orbit(SO) interaction strength is expected

to be significant for 5d transition metal compounds thus we incorporated SO

corrections for several calculations also. FexTaS2 form ordered super-lattice

for x=0.25, 0.33 with lattice parameters a’=2a0 and a’=
√

3a0 respectively

where a0 is the basic lattice parameter of the TaS2 array. In the basic 2H

structure of TaS2, Ta atoms are in trigonal prismatic coordination with S
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atoms and Fe on doping occupy some of the high symmetry non-lattice in-

tercalant positions. Lattice parameters were kept fixed at the experimental

values [8] while the internal positions were relaxed till the energy conver-

gence of 10−5 eV and the force convergence of 5 meV/Å were met. Different

magnetic configurations labeled AFM1, AFM2, AFM3 and FM as shown in

Figure 6.1 were considered to search for the favoured magnetic ground state.

In AFM1 we have Fe spins coupled antiferromagnetically in the ab-plane as

well as in the c direction. AFM2 has the Fe spins coupled antiferromagneti-

cally in the ab-plane but coupled ferromagnetically in the c direction. AFM3

has the spins coupled ferromagnetically in the ab-plane but coupled anti-

ferromagnetically in the c direction and FM is ferromagnetic configuration.

Analysis of the ab-initio band structure was carried out by mapping onto

a tight-binding model with Fe d, S p and Ta d2
z, dx2−y2 and dxy orbitals in

the basis and maximally localized Wannier functions [21] as the radial parts

using the VASP to Wannier interface [22].

Figure 6.1: Different magnetic configurations of Fe intercalated TaS2 struc-

tures.
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Figure 6.2: Crystal structure of Fe0.25TaS2. Separation between different

atoms have been shown along with 2h block of TaS2 network.

6.3 Results and Discussions

The structure of Fe0.25TaS2 is given in Figure 6.2. In the parent 2H hexagonal

structure, two different TaS2 layers are stacked in ABAB fashion. Ta is in

trigonal prismatic coordination with S. Fe upon intercalation occupies certain

high symmetry non lattice sites. As is evident from the figure, one has two

layers of TaS2 separated by a distance of 2.97 Å. This is believed to result in

a weak van der Waal’s interaction between two TaS2 layers. Fe-Fe separation

in the ab plane is 6.61 Å and it is 6.04 Å along the c direction. Separation

between Fe-Ta and Fe-S are 3.04 Å and 2.43 Å respectively. Though we

have not shown in the figure, Fe occupies vacant in-plane non lattice sites

between two TaS2 layers upon additional doping. As an example, in-plane
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Figure 6.3: Charge density close to the fermi level is confined within TaS2

layer. Significant contribution from Ta d and S p states is evident.

Fe-Fe separation reduces to 3.31 Å while out of plane separation remains the

same in case of Fe0.50TaS2.

The TaS2 layers are nonmagnetic as well as metallic and examining the charge

density at the fermi level, one finds that the conduction is confined primarily

to the two-dimensional TaS2 layers. The occupation of non-lattice sites by

the intercalated Fe atoms, coupled with the fact that the atoms occupy the

region between two TaS2 layers has led to a picture where the charge and

orbital degrees of freedom of the electrons on the Fe site may be ignored and

only the spin degree of freedom needs to be considered. The spins on the Fe
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atom interact with the conduction electrons associated with the metallic TaS2

layer and this RKKY-type interaction is believed to mediate magnetism.

Figure 6.4: Charge density for the states close to 1.5 eV below the Fermi

energy in the minority spin channel.

Examining the TaS2 layer, we find that the charge density close to the fermi

energy as presented in the Figure 6.3, is confined within the TaS2 layer.

Significant contribution from dz2 orbitals on Ta and pz orbitals on S have been

found. The separation between Fe and S atoms is 2.43 Å and that between

Fe and Ta atoms is 3.04 Å, so it is not unusual to expect an interaction

between the intercalated Fe atoms and the TaS2 layer. Indeed we examine

the charge density corresponding to states mainly coming from Fe dz
2 levels,

close to 1.5 eV below the Fermi energy for the minority spin states. We
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find significant interaction between the Fe and TaS2 layers (Figure 6.4)and a

spin-only description of the Fe atoms is not valid here. This is also evident

from the orbital projected density of states shown in Figure 6.5. The Fe d

states are shown in the left panel while the Ta d states are shown in the right

panel. In the majority spin channel we find that the Fe d states are around 4

to 6 eV below the fermi energy and are completely occupied. In the minority

spin channel, one finds that only the Fe dz2 states are occupied while all other

states are empty. On the other hand, Ta dxy, dx2−y2 and dz2 states contribute

at the fermi energy while the dxz and dyz states are unoccupied.

Figure 6.5: (a)Fe and (b)Ta d orbital projected density of states for ferro-

magnetic Fe0.25TaS2 calculated for U=4 eV.

S p orbital projected density of states are shown separately in Figure 6.6.

Both the majority and the minority spin channels corresponding to S p states

are found to be occupied leading to a p6 configuration. The Ta states hy-
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Figure 6.6: S p orbital projected density of states for ferromagnetic Fe0.25TaS2

calculated for U=4 eV.

bridize with the S p states and in the energy window from 2 eV below the

fermi energy to around 7 eV below and we have the states with predomi-

nantly S p character with Ta admixture. The Ta dxy, dx2−y2 and the dz2

interact in the xy plane, resulting in the two distinct sets of features we see

around 0 eV and 3 eV in the density of states. Additionally we also have sig-

nificant interaction between the minority Ta dz2 states and the Fe dz2 states

near around 1.5 eV below the fermi level. This results in a significant polar-

ization of the Ta dz2 states. Induced magnetic moment on Ta closest to Fe

are found to be 0.1 µB per Ta and they are ferromagnetically coupled with

Fe. Consistent with this observation, we find that the dispersion width of

all the minority Fe d orbitals is just 0.5 eV except the Fe dz2 orbitals which

have a larger dispersion width associated with them. A point to note that

there are two non-lattice intercalant symmetric positions available for the

Fe to occupy at 25% doping concentration. Figure 6.7 shows two different
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doping positions from the top. In Structure 1, Fe is doped on top of one of

the Ta channels along c direction and thus forms trigonal prismatic network

with nearest S atoms. Whereas for Structure 2, Fe is doped at the center

of one of the hexagonal network formed by Ta and S and forms tetrahedron

network with nearest S atoms. Ground state energies for these two configu-

rations have been calculated and Structure 1 has been found to be favoured

over the other one. Broken Fe-Ta network along the c direction in Structure

2 should weaken the coupling between Fe and Ta d2
z and magnetism should

not sustain in such structure and indeed when we looked at the magnetic

configuration of the resulting structure, we found it to be non-magnetic. As

Fe is at an intercalant position, the immediate question that follows is what

is the valence state that is favoured. Examining the Fe d density of states

one finds that Fe has a d6 configuration. This suggests a 2+ valency, con-

sistent with the experimental observations, associated with the Fe site. The

electrons donated by the Fe atoms go on to occupy the Ta states and the

electron count of Ta d states increase with the doping.

Figure 6.7: Two different doping sites for Fe0.25TaS2.

After examining the electronic structure at 25% Fe intercalation, we went on

to explore the role of increased Fe intercalation by considering the case of 50%

108



6.3. RESULTS AND DISCUSSIONS

intercalation. Fe0.5TaS2 is found to be anti-ferromagnetic. To understand the

anti-ferromagnetic behaviour at this doping concentration we have plotted

the orbital projected density of states. The Fe d orbital projected partial

density of states are shown in Figure 6.8. Here again we find the Fe d

states are completely filled in the majority spin channel. In the minority

spin channel, however, in contrast to earlier, we find that the sixth electron

occupies the dx2−y2 orbitals. The minority spin dz2 orbitals are empty at this

concentration. This reordering of orbitals occurs because the Ta d states get

filled up with increased Fe concentration. As a result they move below the

Fe dz2 states with which they interact. The hopping interaction between Fe

and Ta dz2 states now pushes the Fe dz2 states deeper into the conduction

band. Consequently, the sixth electron on Fe occupies the dx2−y2 orbitals.

This mechanism is shown in the Figure 6.9 with the help of two state level

diagram. At low Fe concentration, interaction between Fe d2
z with Ta d2

z

leads to a bonding state mainly contributed by Fe states. Whereas the same

interaction at higher Fe concentration leads to anti-bonding state contributed

by Fe d. Again with increased Fe intercalation, as they occupy in-plane

positions, we now have the shortest Fe-Fe separation to be 3.31 Å. This leads

to strong interaction between Fe atoms mediated by the S atoms resulting

in wider Fe bands than seen in Figure 6.5 for 25% Fe intercalation. In-plane

interaction in between two minority Fe dxy orbitals via occupied S p states

leads to an anti-ferromagnetic ground state.

Having understood the evolution of the electronic structure with Fe intercala-

tion concentration, we went on to examine the magnetic stability at different

concentrations. Different magnetic configurations are shown in Figure 6.1.

As tabulated in Table 6.1 for the case of 25% Fe intercalation, we find the

ferromagnetic configuration to have the lowest energy while AFM1, AFM2

and AFM3 are found to be 29, 213 and 30 meV higher respectively. This is
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Figure 6.8: Fe d orbital projected partial density of states for AFM1 structure

of Fe0.50TaS2 calculated for U=4 eV on Fe. The Ta dz
2 projected contribution

is shown in the bottom most panel.

Figure 6.9: Bonding and antibonding levels originating from interaction be-

tween Fe d2
z and Ta d2

z at (a) low Fe doping and at (b) high Fe doping

concentration.
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consistent with the experimental observation of a ferromagnetic ground state

in the system. This is easy to understand as the typical Fe-Fe separations

in the ab-plane are 6.61 Å which results in a weak coupling between the Fe

atoms. On the other hand, the channel of hopping through the Ta sites in

the c-direction leads to a strong coupling of the Fe spins in the c-direction.

Examining various magnetic configurations at 50% Fe intercalation, we find

that AFM1 and AFM2 have the lowest energy, consistent with experiment.

Here as the Fe-Fe separations in the ab-plane is 3.31 Å, and all the d orbitals

in the majority spin channel are occupied, we have a strong antiferromagnetic

coupling between the spins in the ab-plane. The removal of the channel of

hopping in the c-direction for Fe sites through Ta results in a weak coupling

in the c-direction.

While the calculations were able to obtain ferromagnetism at x=25% and

antiferromagnetism at x=50%, the question that followed was what is the

role of the electronic structure in bringing about the changes in the favored

magnetic ground state. At low Fe concentrations, we find that there is a

pathway for an electron in the minority spin dz2 orbital on Fe to hop to

on Ta and couple to a ferromagnetically aligned Fe site in the c-direction.

As the Ta dz2 states are filled up, this channel of hopping which favored

a ferromagnetic coupling between Fe spins in the c-direction is removed.

Further, with increasing Fe concentration, we have the separation between

in-plane Fe atoms decreasing. This also allows them to interact with each

other in the ab-plane. As this channel of hopping is from the occupied

majority spin states on Fe, the spin on nearest neighbor Fe sites have to be

antiferromagnetically arranged for the superexchange to be possible. Hence

antiferromagnetism wins over at higher Fe intercalation concentrations.
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U(eV) AFM1 AFM2 AFM3 FM

25% doping

2 -45 5 -46 0

4 29 213 30 0

50% doping

4 -63 -62 -34 0

Table 6.1: Relative energy of different magnetic configurations in meV as a

function of Coulomb interaction strength for Fe0.25TaS2 as well as Fe0.50TaS2.

Figure 6.10: (a) Fe d orbital projected partial density of states for Fe0.25TaS2

calculated for U=2 eV. (b) Onsite energies for Fe dz
2 and Ta dz

2 levels for

U=2 eV and 4 eV.
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Applying a U on the Fe d states allows us to vary the position of the Fe

d states vis-a-vis the Ta states artificially. We did exactly that considering

the 25% Fe intercalated case. The Fe d orbital projected density of states

for U=2 eV are shown in Figure 6.10(a). Again here, all the majority spin

Fe d states are completely occupied. In the minority spin channel we find

that the Fe dz2 as well as Fe dx2−y2 states are partially occupied. Analyzing

the ab-initio band dispersion along various symmetry directions in terms

of a tight binding model with the radial parts being given by maximally

localized Wannier functions, we find that the Ta dz2 are slightly below the

Fe dz2 levels at U=2 eV. However at U= 4 eV we have the Fe dz2 levels

below the Ta dz2 levels. This ordering has also been shown in the Figure

6.10(b). As a result of this ordering of Fe and Ta levels we have the Fe dz2

levels almost empty for U=2 eV. By the arguments for hopping pathways

presented earlier, this should result in a decreased gain for ferromagnetically

aligned Fe spins. Indeed this is what we find. Calculating the magnetic

stability at U= 2eV as shown in Table 6.1 we find that AFM1 is lower in

energy than the ferromagnetic configurations by 45 meV.

6.4 Conclusion

The nature of the magnetic ground state for FexTaS2 has been examined

within ab-initio electronic structure calculations. A spin only model of the

interaction between Fe and the conduction electrons of the TaS2 layer is

found to be invalid. Instead one finds a strong coupling between the elec-

tronic structure and the magnetism. At low concentrations the Fe dz2 levels

are partially occupied while the Ta dz2 levels are empty. Hence a channel

of hopping through the Ta states facilitates a ferromagnetic alignment of Fe
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spins. Fe favours a +2 valency, donating electrons to the fermi energy. Con-

sequently with increasing Fe concentration, the Ta dz2 states get occupied,

removing the ferromagnetic channel for Fe spins. Further one also has a

decreased separation of Fe spins in the ab-plane. This results in antiferro-

magnetism being favoured.
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Chapter 7

Engineering Polar Distortion in

SrTcO3

7.1 Introduction

The interest in multiferroics has grown enormously in recent years as concept

devices are envisaged in which the strong coupling between the electric and

magnetic degrees of freedom allows one to interchangeably use an electric

field or a magnetic field to manipulate either degree of freedom [1, 2]. One

of the prerequisites for such a device is that one has a sizable polarization

as well as a high magnetic ordering temperature in the material. Usually

the route to a strong coupling between the two degrees of freedom has been

that magnetism and ferroelectricity are both associated with the same atom.

This is difficult to realize as among the transition metal (TM) compounds

those materials that have a large value of polarization are those that have

a d0 electron configuration [3], and hence have no associated magnetism

which requires partial d electron filling. Recently Bhattacharjee et al. [4]
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pointed out that even in a d3 system, which is a band insulator, one could

stabilize ferroelectric distortions by expanding the lattice. The short-ranged

coulomb repulsion decrease in this case, and this is believed to be the rea-

son that the energy of the ferroelectric mode decreases with an increase in

volume. Considering the case of CaMnO3, they examined various phonon

modes, and found that while the energy of the antiferrodistortive mode re-

mained volume-independent, the energy of the ferroelectric mode decreased

with an increase in volume, becoming soft, and became comparable with

that of the antiferrodistortive mode at a volume expansion of 2%. The fer-

roelectric structures stabilized at larger volumes were found to have large

polarization, ∼ 4 µ C/cm2, comparable to that found in displacive ferro-

electrics. They also indicated that similar behavior can be observed in other

A(Sr,Ba)MnO3 perovskites. First principles studies have been carried out for

SrMnO3 [5] and BaMnO3 [6] with similar conclusions. Recent experiments

by Sakai et al. [7] corresponded to the first experimental validation of the

existence of B-site driven displacive multiferroism in Sr1−xBaxMnO3 through

chemical engineering. This has also been demonstrated by Günter et al. [8]

where they found incipient ferroelectric behavior in CaMnO3 films with 2.3%

strain. A basic route to high polarization materials has emerged from this

approach, which was to choose band insulators. Distortions arising from first

order Jahn-Teller effects are often found to be centrosymmetric and there-

fore these materials are not suitable for systems where one tries to explore

polar distortions. However first order Jahn-Teller effects are not operative

in band insulators and the lowest order distortions that are operative are

second order in nature. These distortions could result in inversion symmetry

being broken. In the present work we look at another member of this class

of materials.
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Magnetic members are rare among the compounds formed by 4d and 5d

transition metal atoms. Even if some members are found to be magnetic,

the typical ordering temperatures are low. Recently unusually high mag-

netic ordering temperatures were reported in few Tc-based transition metal

oxides, far higher than their 3d counterpart. SrTcO3 was found to have

a Neel temperature of 1023 K [9] while CaTcO3 was found to have a Neel

temperature of ∼ 800 K [10]. This was found to arise from the half-filling

of the t2g bands in these oxides. A model was proposed [11] that this was

a generic feature of 4d and 5d oxides at half filling of the t2g bands, and

high magnetic ordering temperatures were to be expected for more examples

among this class of materials. These 4d and 5d oxides also come into the

category of band insulators and could be explored for ferroelectricity. In the

present work we focus on SrTcO3 which is an example of a 4d oxide with

a Neel temperatures equal to 1023 K [9] and examined if the mechanism of

considering band insulators [4] could drive the system ferroelectric. For the

applicability of the idea presented earlier, we took experimental lattice pa-

rameters instead of idealized cubic structural parameters and subjected the

system to bi-axial tensile as well as compressive strain. Within the strain

range explored, we did not find any signature of polar distortions.

Recent theoretical work by Gupta et. al. [12] have shown that for the case of

BaVO3/BaTiO3 two dimensional heterostuctures(HS), one can stabilize polar

distortions in apparently non-ferroelectric BaVO3 layers. Here also we have

investigated the scenario where one forms a HS with intrinsically ferroelectric

substrate of BaTiO3. In both the cases of monolayer and bilayer HS, we are

able to stabilize out of plane polar distortions within the SrTcO3 layers.

We then ask the question, what are the microscopic considerations which

allow polar distortions to be stabilized. Within our calculations we have

explored the possible role of quantum confinement, Born-effective charges
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and breaking of the inversion symmetry to stabilize the polar distortions in

monolayer HS. Additionally the role of asymmetry in the hopping strength

to stabilize the polar distortions in bilayer HS have been discussed.

7.2 Methodology

First principle electronic structure calculation have been performed within

a plane wave implementation of density functional theory using projector

augmented wave potentials [13] as implemented in the Vienna ab initio sim-

ulation package (VASP) [15]. Perdew-Burke-Ernzerhof (PBE) [15] forms of

the generalized gradient approximations to the exchange correlation func-

tional were used. Monkhorst-Pack grid of 8×8×8 k-points mesh were chosen

for the self-consistent calculation of the bulk structures. The wave function

taken in the basis set consists of plane waves with kinetic energies less than

or equal to 500 eV. Bulk SrTcO3 favours G-type anti-ferromagnetic structure

as the magnetic ground state. We maintained the same magnetic configu-

ration in the bulk calculations. The polarization were calculated using the

Berry phase method [16]. The Born effective charges have been computed

using the DFPT method as implemented in VASP [17,18] which involves the

computation of change in Hellmann-Feynman forces due to the change in

wave function.

Multilayer HS of SrTcO3 with BaTiO3 as the substrate have been generated

from the bulk super-cell of BaTiO3 grown along c direction. We have started

with sixteen monolayers of bulk BaTiO3 and have substituted one BaO and

TiO2 layers with SrO and TcO2 layers while maintaining experimental bulk

lattice constant of BaTiO3 to generate the first type of HS. We call this mono-

layer HS throughout the discussion. Similarly one BaO and two symmetric
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TiO2 layers have been substituted with SrO and TcO2 layers respectively to

generate bilayer HS. Monolayer and bilayer HS have been shown in Figure

7.1. In the experimental bulk structure, SrTcO3 shows rotation (a−a−c0) and

tilts (a−a−c+) of the octahedra. We also have taken care of such tilts and ro-

tations while constructing HS. Monkhorst-Pack k points grid of 8×8×2 have

been chosen to span the Brillouin zone. Antiferromagnetic configuration for

the in-plane magnetic ions in monolayer HS and G-type antiferromagnetic

structure in bilayer HS have been maintained. Other calculation details in-

cluding energy cut-off for the plane waves in the basis set and GGA for the

exchange correlation functional are identical to the bulk calculations.

7.3 Results and Discussions

Earlier work [4] showed that band insulators showed a tendency to off-center.

As a measure of the tendency of a material to exhibit polar distortions, we cal-

culated the Born effective charges(BEC) for Sr, Tc and O. The z-component

of the BEC’s are given in Table 7.1. The in-plane oxygens have been de-

noted as O⊥ and the apical oxygens have been denoted as O‖. Examining

the BEC’s for the theoretically optimized pseudo-cubic structure, we find

values of 2.7, 6.42, -5.79 and -1.66 associated with Sr, Tc, O‖ and O⊥ re-

spectively. Now the formal valencies associated with these atoms are +2,

+4, -2 and -2 respectively. The value for Sr here is similar to the value

found for other alkaline earth metal atoms such as Ca in CaMnO3 and Ba in

BaMnO3 [6] and is close to the formal valency of the system. However the

values for Tc and O‖ are found to be significantly enhanced from the formal

valencies expected. Enhanced values of the BEC’s have always been seen in

systems which are incipient ferroelectrics or are ferroelectrics. In the case of
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Figure 7.1: Monolayer and bilayer heterostructures of SrTcO3/BaTiO3 have

been generated from the bulk supercell of BaTiO3 grown along the c direction

the classic ferroelectric, BaTiO3 one finds that Ti and O‖ have BEC’s which

are equal to 7.29 and -5.75 [19], and similar enhancements have also been

seen in the recently predicted multiferroics, SrMnO3 and CaMnO3. These

results therefore suggest that the present system could also be a potential

multiferroic.
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Site index Volume reduced Optimized volume Volume enhanced

index by -2% (ao=3.942Å) by +2%

Z∗
Sr 2.73 2.70 2.66

Z∗
Tc 6.22 6.42 6.64

Z∗
O‖

-5.61 -5.79 -5.97

Z∗
O⊥ -1.66 -1.66 -1.66

Table 7.1: Born effective charges of different atoms calculated for a cubic

unit cell of SrTcO3 as a function of volume.

The next question we asked was whether one can stabilize polar distortions

in SrTcO3. The experimentally reported structure for SrTcO3 does not have

ferroelectric distortions. In order to check whether it develops any polar

distortions under strain we have considered the situations where the bulk

structure is subjected to bi-axial tensile as well as compressive strain. We

have explored strain in the regime of 2% or less as SrTcO3 becomes metallic

beyond this tensile strain regime. Within our calculations we were not able

to find the stability of any polar distortions.

An alternate route in this context could be the HS formed by sandwiching

transition metal oxide layers between a conventional ferroelectric. BaTiO3

is one such example where the Ti off-centering results in Ti-O bond lengths

equal to 1.88 Å and 2.12 Å. Recently in a theoretical study [12], Gupta et

al. have sandwiched BaVO3 in between BaTiO3. BaVO3 has V in d1 con-

figuration and is a Jahn-Teller active ion. Usually one expects symmetric

distortions which lift the degeneracy of the d orbitals. One thus does not

expect polar distortions to survive. Nevertheless they were able to stabilize

polar distortions along the growth direction while first order Jahn-Teller dis-

tortions were found in the ab plane of the optimized structure. The question
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that followed was whether moving from a formal occupation of d1 at the tran-

sition metal site to d3 would still allow the off-centering. While the d3 case, as

discussed earlier would not have first order Jahn-Teller effects, the increased

electron count at the transition metal site would increase the Coulomb repul-

sion between electrons on the transition metal and oxygen. Monolayer HS

as discussed in the methodology section have been generated with two layers

of SrTcO3 sandwiched between fourteen layers of BaTiO3. After complete

structural relaxations we arrive at a structure where polar distortions are

stabilized in the sandwiched layer. The out of plane Tc-O bond lengths are

found to be 1.99 and 2.05 Å while the in-plane bond lengths remain fixed

at 2.00 Å and the direction of polar distortions is the same as that of the

substrate BaTiO3 layer. Moreover we did not observe any tilt or rotation of

the TcO6 octahedra originally present in the starting structure.

In order to understand the origin of polar distortions in the sandwiched

layer, we have calculated the the density of states(DOS). Figure 7.2 shows

the spin and orbital projected DOS for Tc d orbitals in monolayer HS. In the

octahedral environment of the oxygens the five d orbitals split into t2g and eg

symmetry. Tc is in +4 oxidation state and the majority spin t2g orbitals are

occupied at a Tc site. We further noticed that there is a distinct difference

between the bandwidth of the occupied DOS coming from three different

orbitals. While the dxy orbital is pretty delocalized and spreads over around

1.5 eV energy window, other two orbitals are localized with a dispersion width

of around 0.5 eV only. To compare our results with the bulk DOS, we have

plotted Tc t2g orbital projected DOS in the Figure 7.3. The main difference

between two DOS is very evident. In bulk SrTcO3 all of the Tc t2g majority

spin channels are completely occupied and the width associated with each

of these three orbitals are found to be around 2 eV. The significant hopping

interaction between Tc t2g and O p is responsible for the bandwidth that we
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Figure 7.2: Spin and orbital projected DOS of Tc d states with t2g symmetry

in monolayer heterostructure of BaTiO3/SrTcO3.

Figure 7.3: Spin and orbital projected DOS of Tc d states with t2g symmetry

in bulk structure.
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find. However in the monolayer HS, dispersion width is reduced significantly

for both dyz and dxz orbitals. This immediately points out that the hopping

interactions between Tc dyz or dxz and apical O p orbitals are limited in the

HS. The presence of TiO2 layer along the growth direction thus have limited

the hopping of electrons within the sandwiched layers. However this is not

the situation in the basal plane where an electron from Tc t2g orbitals is

allowed to hop without any constraint. This confinement of electrons along

the growth direction can be compared to the situation of a particle in a box

and is often discussed in terms of quantum confinement effect. Looking at the

occupied DOS peaks corresponding to the majority Tc dyz and dxz orbitals

we found that they are pushed down around 0.75 eV below the Fermi level

again for the same reason.

Discussion mentioned above clarifies the role of host layers to limit the elec-

tronic hopping and thus promoting quantum confinement effect. But does it

play any role to stabilize polar distortions in the sandwiched layer? In order

to find that we have looked at the distortions in the host layers also. Polar

distortions are found to survive within the host layer though the magnitude

has reduced from their bulk values and are found to be 2.07 and 1.94 Å. Usu-

ally whenever one grows layers of non polar material within a polar structure,

there is a competition between the polar and non-polar structure at the inter-

face and the host layer loses some of its polarization in the process. To check

whether the polarization in the sandwiched layer have been induced directly

by the substrate layer, we explored the scenario where the polarization in

the substrate is expected to vanish. Under the bi-axial tensile strain bulk

BaTiO3 is known to lose ferroelectricity. A shorter Tc-O bond length signif-

icantly enhances the Coulomb repulsion between electron clouds on Tc and

O and the short range repulsion becomes strong enough to destabilize polar

distortions [20] in the structure. We then examined the case where the sub-
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strate was subjected to 2% biaxial tensile strain. The atomic position were

relaxed again and one found that the polar distortions associated with the

substrate vanished while they remained in the sandwiched layer. It is worth

mentioning that the lattice parameters along the growth direction have been

reduced to satisfy the Poisson’s ratio. This result of sustainable polarization

in the sandwiched layer while it vanishes in the host clearly eliminates the

speculation of polarization directly being induced by the host layers and one

should think of other mechanisms to be operative.

There are two other factors that could lead to the polar distortions in such

a HS. One is the inversion symmetry being broken by the nature of the

structure and another is the tendency to off-center as evident from the en-

hanced Born effective charges. As presented in Table 7.1, BEC associated

with Tc and O‖ are fairly enhanced from their formal valencies and could

lead to polar structures. If the enhanced BECs were the only origin, then

one expects the off-centering to take place even when one has no inversion

symmetry breaking. Indeed we checked the effect of breaking the inversion

symmetry by replacing the SrO layer with BaO. The polar distortions were

found to vanish in such situation. This implies that there is an important

role being played by the breaking of inversion symmetry to stabilize the polar

distortions in monolayer HS.

After understanding the origin of polar distortions in monolayer HS, we move

to investigate the scenario where another layer of TiO2 has been substituted

with a TcO2 layer. The TiO2 layer is chosen so that the two TcO2 layers are

symmetrically placed with respect to the SrO layer. We call this a bilayer HS.

Full structural relaxations lead to a structure where the out-of-plane Tc ions

come closer to each other. This results in two short Tc-O bonds of length

1.99 Å while the other out-of-plane Tc-O bond lengths are 2.05 Å. These
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Monolayer Bilayer

No Strain 2% biaxial No Strain 2% biaxial

2.05Å 1.98Å 2.05Å 1.98Å

1.99Å 1.92Å 1.99Å 1.92Å

1.99Å 1.98Å

2.05Å 1.92Å

Table 7.2: Polar distortions in BaTiO3/SrTcO3 heterostructure. Tc-O bond

lengths along c direction have been tabulated for monolayer as well as bilayer

structure.

bond lengths have been given in Table 7.2. According to our nomenclature

we call this AFE1 bilayer HS. It is clear from the table that though the

magnitude of displacement corresponding to each Tc ion has not changed

from the monolayer structure, the direction of out of plane displacements are

opposite. Moreover the host layers are found to be non-polar even without

any strain. An additional biaxial strain retains the AFE1 distortions within

the dopant layer and the polar distortions remain absent in the host layers.

To understand the mechanism involved in stabilizing polar distortions in the

bilayer HS we have plotted spin and orbital projected DOS corresponding to

Tc d states in the Figure 7.4. The main feature of the DOS is the resurrection

of the dispersion width corresponding to dyz and dxz states, whereas the

width associated with Tc dxy orbital remains unchanged when compared to

the monolayer environment. The only reason that could be responsible for

this change in the DOS is the introduction of second TcO2 layers symmetric

to the SrO layers which enhances the out-of-plane hopping interactions and

an electron from Tc now can hop to intermediate apical O and then to

the next out of plane Tc ion. There is no such change within the basal
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Figure 7.4: Spin and orbital projected DOS of Tc d states with t2g symmetry

in bilayer heterostructure of BaTiO3/SrTcO3.

plane which is reflected from the character of Tc dxy DOS. In contrast to

the monolayer situation where the hopping possibilities along the growth

direction was very weak and the Coulombic repulsive force was effectively

operative, here we have a competition between these two energetics. A slight

displacement of Tc ions towards the intermediate apical oxygen enhances

both the hopping possibilities as well as the Coulombic repulsion. But the

amount of energy gain from the enhancement of hopping surpass the loss

due to the Coulomb repulsion. At this juncture one should remember that

the hopping strengths between Tc and O towards the TiO2 layers remain

limited. Any displacement of Tc ions towards that direction should cost in

energy thus is not favoured. Consequently, the asymmetry associated with

the hopping promotes a structure where both Tc ions move towards the

intermediate apical oxygen. In Figure 7.5 we have shown the asymmetry
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Figure 7.5: Different hopping strengths in different directions lead to an

AFE1 structure.

in hopping along two different directions which is responsible for the AFE1

structure.

To further establish the validity of the mechanism presented above, we have

performed total energy calculations corresponding to different types of dis-

tortions that one can have in a bilayer HS. There are three such possibilities.

The first one is ferroelectric(FE) distortions where both out of plane Tc ions
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Figure 7.6: Different types of distortions in bilayer HS. Movement of Tc ions

from the ideal position has been indicated with arrows.

move towards one of the interface. This results in a long-short-long-short ar-

rangement of out of plane Tc-O bond lengths. Next one is AFE1 distortions.

The third one is AFE2 distortions where both the Tc ions move towards the

nearest interface. Figure 7.6 shows the movement of out of plane Tc ions in

three different bilayer HS. To compare the ground state energies correspond-

ing to a specific magnitude of displacement we have kept the out-of-plane Tc

displacement fixed to 0.05 Å while all other position coordinates are set free

to relax. One should note that the displacement applied in different model

structures is chosen such that it matches closely the displacement noticed

in the relaxed AFE1 HS. A comparison between these three ground state

energies shows that the structure with AFE1 type of distortions is the most

favourable one with the gain of 101 meV compared to the least favoured
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AFE2 structure. FE structure is also favoured by 42 meV when compared to

AFE2 structure. Considering the fact that there is a gain from the enhanced

hoping by the movement of Tc ions towards the intermediate apical O, AFE1

type of distortions gains the most. In AFE2 distortions, both Tc ions move

in opposite directions to the movement of Tc in AFE1 and so the loss corre-

sponding to such movement is the most. In the FE structure while we have

gain from the movement of one of Tc ion towards the intermediate apical

O, movement of other one decreases the energy and thus have intermediate

total energy.

7.4 Conclusion

In this chapter, we have explored 4d transition metal oxide SrTcO3 for

magneto-electric applications. Despite of having enhanced BEC, bulk struc-

ture did not show any ferroelectrictric distortions. Biaxial tensile and com-

pressive strain are also found to be incapable of introducing such distortions.

However HS with BaTiO3 as substrate layers have been found to be very

promising route. In monolayer HS we are able to stabilize polar distortions.

Host layers are found to limit the electronic hopping within the sandwiched

layer resulting in quantum confinement effect along the growth direction.

Additionally, symmetry breaking mechanism associated with the structure

stabilizes polar distortions along the same direction that one have in the

host layers. In bilayer HS, ground state is found to have polar distortions

designated as AFE1. This emerges from the asymmetry in hopping along

two opposite directions. Considering total energy calculations for three dif-

ferent types of distortions that one can have in bilayer HS, we further have

established the validity of our proposed mechanism.

133



Bibliography

[1] N. A. Spaldin and M. Fiebig, Science, 309, 391 (2005).

[2] J. F. Scott, Nat. Mater., 6, 256 (2007).

[3] N. A. Hill, J. Phys. Chem. B, 104, 6694, (2000).

[4] S. Bhattacharjee, E. Bousquet and P Ghosez, Phys. Rev. Lett., 102,

117602 (2009).

[5] J. H. Lee and K. M. Rabe, Phys. Rev. Lett., 104, 207204 (2010).

[6] J. M. Rondinelli, A. S. Eidelson and N. A. Spaldin, Phys. Rev. B, 79,

205119 (2009).

[7] H. Sakai, Phys. Rev. Lett., 107, 137601 (2011).

[8] T. Günter, E. Bousquet, A. David, Ph. Boullay, Ph. Ghosez, W. Prellier

and M. Fiebig, Phys. Rev. B, 85, 214120 (2012).

[9] E. E. Rodriguez, Phys. Rev. Lett., 106, 067201 (2011).

[10] M. Avdeev, G. J. Thorogood, M. L. Carter, B. J. Kennedy, J. Ting, D.

J. Singh and K. S. Wallwork, J. Am. Chem. Soc., 133, 1654 (2011).

[11] S. Middey, A. K. Nandy, S. K. Pandey, P. Mahadevan and D. D. Sarma,

Phys. Rev. B, 86, 104406 (2012).

134



BIBLIOGRAPHY

[12] K. Gupta, Electronic, Magnetic and Structural Properties of Transition

Metal Oxides, (2012).
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Chapter 8

Metallic Antiferromagnetic

State in Electron Doped

NaOsO3

8.1 Introduction

The microscopic origin of metal insulator transitions(MIT) in strongly corre-

lated systems remains one of the standing problems within condensed matter

physics [1]. MIT in these materials have been often understood within the

Hubbard model. In such model a competition between the localizing effect

dictated by the on-site Coulomb energies(U) and the delocalization effect con-

trolled by the bandwidth W determines the metallicity of the material. While

the system is insulating for high values of U/W, it becomes metallic when

the ratio drops below a critical limit. There are lot of example exists for 3d

transition metal compounds which are insulating in nature but this numbers

Part of this chapter is based on Phys. Rev. B, 89, 134416 (2014).
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decreases drastically for the 4d and 5d compounds. The larger spatial extent

and additional screening effects present in 4d/5d metals leads to a larger

bandwidth and reduced Coulomb correlation strengths. Thus one expects a

smaller value of U/W for these materials resulting in them being metallic.

Simplicity of this model does not take into account magnetic correlations.

Slater in his seminal paper [2] on the other hand had proposed a completely

different route of magnetically driven MIT. According to Slater’s description,

commensurate anti-ferromagnetic(AFM) order with every neighboring spin

oppositely aligned, occurs at the MIT temperature. This creates an opposite

periodic potential on each nearest neighbour resulting in an energy gap in

the modified magnetic Brillouin zone.

Slater insulators have been studied for more than fifty years as insulators

with special properties. Despite having theoretical and experimental search

of Slater mechanism driven MIT in cuprates [3], pyrochlores [4] there was no

definitive evidence of such material. Theoretical investigation of Weber et.

al. [3] has shown that long range magnetic order results in a MIT in case of

NdCuO4. Experimental observation [5–7] showed that Na2IrO3 has an AFM

insulating ground state with a zigzag spin alignment below the Neel temper-

ature. Though there is no direct evidence of Slater mechanism in Na2IrO3,

recent theoretical studies [8] have predicted it to be a Slater insulator below

MIT temperature. Recently MIT have been found in 5d transition metal

oxide NaOsO3 [9]. It was a surprise that the magnetic transition tempera-

ture associated with NaOsO3 was very high (410 K) as the local magnetic

moments in such oxide were expected to be very small because of the wide

bands that they form. Recent neutron and x-ray scattering results [9, 10]

have probed long range magnetic order at the MIT and determined the na-

ture of that order on a microscopic level. NaOsO3 thus has been presented

as the first definitive experimental example of a Slater insulator. The basic
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electronic structure of NaOsO3 has been calculated before [11–13]. Despite a

5d transition metal compound, the effect of spin-orbit coupling strength has

been found to be insignificant. The states near the Fermi level seem to be

strongly itinerant with a strong admixture of Os d and O p thus suggesting

an itinerant model for magnetism. The effect of on-site Coulomb repulsion

force (U) on the band structure found to be significant but a reasonable U

alone has been found to be incapable of opening the gap [12]. Work by Jung

et al. [13] showed that for an idealized cubic perovskite structure of NaOsO3

a small rotation of OsO6 octahedra leads to the stabilization of insulating

state as well as G-type antiferromagnetism. Thus the microscopic driving

force for the magnetic ordering and the accompanying MIT remains unclear.

The recent model [14] for magnetism in NaOsO3 analyzed the variation of

effective exchange interaction strength J0 as a function of U. Under the for-

malism of multiband Hubbard model [14] it has been shown that in the U-J0

parameter space, NaOsO3 lies in the rising part of the curve and there is

scope of finding a different 5d oxide with higher Neel temperature. The half

filling implies that a nesting mechanism is operative which drives the system

AFM and insulating. This has been shown within the model calculations for

NaOsO3. In this chapter we have examined the scenario away from the half

filling where the nesting mechanism is not expected to be operative. With

a slight amount of electron doping, a rare G-AFM metallic state has been

realized. This G-AFM state is found to be very robust with the increment of

dopant and we are able to stabilize G-AFM metallic state even at the 50%

doping concentration. Magnetism in such structures have been described

with the help of Heisenberg model and the contribution from different ex-

change pathways have been analyzed to understand the stability of magnetic

ordering away from the half filling.
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8.2 Methodology

Figure 8.1: Structure of Mg0.25Na0.75OsO3.

First principle electronic and magnetic structures of NaOsO3 and electron

doped NaOsO3 have been calculated within a plane wave implementation of

Density Functional Theory (DFT) using projector augmented wave (PAW)

potentials as implemented in VASP [15]. Perdew-Burke-Ernzerhof (PBE) [16]

forms of the generalized gradient approximations to the exchange correlation

functional were used. In addition to the PBE form for the exchange correla-

tion functional orbital-dependent potentials on Os within the GGA+U frame-

work using the Dudarev implementation [17] have been used. Monkhorst-
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Pack grid [18] of 6×6×6 k-points mesh were chosen for the self-consistent

calculations of the bulk structures. The wave function taken in the basis set

consists of plane waves with kinetic energies less than or equal to 450 eV.

Lattice constants were kept fixed at the experimental orthorhombic struc-

tural parameters of NaOsO3, while the internal coordinates were optimized

until an energy convergence of 10−5 eV along with the force convergence of 5

meV/Å were met. Figure 8.1 shows the experimental structure of NaOsO3.

Figure 8.2: Different collinear AFM configurations.

The robustness of the magnetic stability with electron doping have been ex-

amined by considering supercells of NaOsO3 and substituting monovalent

Na atoms by bivalent Mg. This doping corresponds to an enhanced electron

occupancy at the Os site. Considering the example of 20 atoms supercell,

substitution of one of the Na ion with one Mg results in an average of 3.25

electrons per Os site. Various collinear magnetic configurations have been

considered to analyze the stability of G-type antiferromagnetism as a func-

tion of doping concentration. In Figure 8.2 we have shown various magnetic

configurations schematically. Spin-orbit interaction strengths are expected
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to be large for the 5d transition metal compounds and so have been included

while calculating the stability. Magnetic structures of NaOsO3 and Mg doped

NaOsO3 have been analyzed with the help of classical Heisenberg spin model.

Magnetic energies for such model is given by −1
2

∑

ij Jijsi.sj, where Jij is the

exchange interaction strength corresponding to the spin state si and sj at

lattice site i and j respectively. A +ve/-ve exchange interaction strength

corresponds to FM/AFM interactions between interacting sites. We have

employed the frozen magnon approximation to find out exchange interac-

tion strengths. In such approach, the energy corresponding to each spin

spiral state q is equivalent to a magnetic configuration represented by the

unit vector given by (sin(θ).cos(q.Ri), sin(θ).sin(q.Ri), cos(θ)). Ri is the po-

sition vector w.r.t the chosen origin and θ is the spin angle made with z

axis. In reciprocal space it can be shown that the magnetic energy is given

by E(θ, q) = E0(θ) − Sin2θJ(q). Magnetic energies at various q points are

calculated from the total energy calculations to map out the spin wave disper-

sion. For the sake of simplicity all calculations are constrained in the θ = π/2

plane only. An inverse Fourier transformation is then applied to find out real

space exchange interaction strengths. Exchange parameters calculated such

way then undergo a least square error minimization subroutine to estimate

the best set entering into the Heisenberg model with the least number of

parameters. A comparison between exchange interaction strengths extracted

from our model have been discussed to analyze the effect of doping.
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8.3 Results and Discussions

8.3.1 Electronic Structure Analysis

In recent studies [10] NaOsO3 have been found to be the first example of

Slater insulator. According to Slater’s description of magnetically driven

MIT, AFM ordering with oppositely aligned spin neighbours occurs at the

MIT temperature. This spin alignment creates an opposite periodic poten-

tial on each nearest neighbour resulting in an energy gap in the magnetic

Brillouin zone boundary. Thus the AFM ordering driven by such nesting of

the Fermi surface plays an important role in the gap opening in such insu-

lators. Nevertheless one should remember that the mechanism described is

strictly operative at the half-filling of the orbitals. In NaOsO3, Os is in +5

oxidation state which corresponds to the half filling of the d orbitals with

t2g symmetry. In Figure 8.3 we have shown Os d partial density of state

for G-type AFM structure obtained from our ab initio calculations for U=1

eV on Os site. Main contribution from t2g/eg majority and minority spin

channels have been labeled for the ease of understanding. As evident from

the DOS that t2g majority channels are completely occupied, whereas minor-

ity channels are empty. States corresponding to eg symmetry are higher in

energy and does not contribute near the Fermi energy. The band gap is in

between t2g majority and minority spin channels.

Orbital filling should be important in a model where the magnetism is nesting

driven. In order to check the scenario away from the half filling we started

doping electrons into the system. To do so, monovalent Na ions have been

substituted with bivalent Mg ions. Thus corresponding to each substitution

of Na ion, we dope one electron into the system. The most diluted dop-

ing(2.8%) limit we considered is one electron in every thirty six Na ions. At
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Figure 8.3: Os d orbital and spin projected DOS in NaOsO3 within ab initio

calculation with U= 1 eV on Os.

this limit we stabilize a structure which is G-type AFM. Magnetic moment

on Os is found to be 1.3 µB. This value is exactly the same as reported [14]

for the magnetic moment of Os in NaOsO3. Atom projected partial DOS is

presented in the Figure 8.4. In the majority spin channel we have the main

contribution coming from Os t2g orbitals. There are finite states in the Fermi

level contributed by the minority Os d orbitals with t2g symmetry and thus

the structure is metallic in nature. There is a significant admixture between

Os d and O p states near the Fermi level but the main contribution from the

O p states are nearly 3 eV deeper to the Fermi level. We went on enhancing

the doping concentrations and analyzed the stability of such magnetic order-

ing. The magnetic stabilization energies for the G-Type AFM configurations
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Figure 8.4: Spin polarized atom projected partial DOS for

Mg0.028Na0.972OsO3 within the ab initio calculation with U= 1 eV on

Os.

at 25% and 50% doping concentrations calculated from our ab initio calcula-

tions are given in the Figure 8.5. In each case energies are referenced to the

other AFM configurations. G-AFM is found to be the magnetic ground state

for both doping concentrations. We further find an almost linear variation

of stabilization energy with the doping. With an increase in electron doping,

the difference in energy between magnetic configurations decreases and for

50% doping C-type and G-type AFM configurations are almost degenerate.

Spin-orbit interactions are believed to be significant in 5d transition metal

oxides and could be of the same strength as the intra-atomic exchange in-

teraction strength. Consequently we went on to examine if the inclusion of
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Figure 8.5: Variation of magnetic stabilization energy of G-AFM with differ-

ent doping concentrations.

spin-orbit interaction strength modifies the trend we had in the absence of

it. A similar trend in the magnetic stabilization energies was found with the

G-AFM spin configuration as the ground state. Magnetic moment on Os has

also been calculated and again found to be identical as reported for the case

of NaOsO3 [14].

To show how the density of states change with the doping concentrations we

have compared the Os d partial density of states within the ab initio calcu-

lations for U=1 eV at Os site and have plotted in Figure 8.6 for NaOsO3 as

well as for doped cases with G-AFM magnetic ordering. In NaOsO3 there is a
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Figure 8.6: Os 5d orbital and spin projected DOS for NaOsO3,

Mg0.25Na0.75OsO3 and Mg0.50Na0.50OsO3. Fermi energy has been indicated

with dashed line to clarify the rigid band shift with doping.

band gap in between t2g majority and minority spin channels. A similar mag-

nitude of the energy gap between the majority and minority spin t2g states

is found for the doped cases with all other aspects of the electronic structure

remain the similar. Surprisingly, one finds an almost rigid band shift of the

density of states in the doped system and the shift of the band enhances with

the doping concentrations. This rigid band shift can be explained by consid-

ering increase in electron count with the increment in doping concentration.

In NaOsO3 Os ions are in 5d3 configuration corresponding to the complete

filling of t2g majority spin channels. Substitution of Na with bivalent Mg
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Figure 8.7: Os 5d orbital and spin projected DOS for Mg0.50Na0.50OsO3 in

various antiferromagnetic configurations.

leads to an extra electron per doping site. This electron now populates the

Os 5d t2g minority spin channels which was unoccupied earlier and we have

a rare occurrence of an G-type AFM metallic state. Now with the increment

in the doping concentrations, electronic filling in the t2g bands also increases

and one have Fermi level buried within the minority t2g bands.
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It is also noteworthy that while the t2g bands show a large exchange splitting,

the eg states which are at higher energies show hardly any exchange splitting.

This is because the intra-atomic exchange splitting in these systems is small

and whatever exchange splitting one finds for the t2g states, emerges from

the super exchange interactions, primarily from nearest-neighbour Os atoms.

This effect is even more evident in Figure 8.7 where we have plotted spin

polarized Os d partial density of states for different AFM configurations(A-

AFM, C-AFM, G-AFM) for 50% Mg doped NaOsO3. In A-AFM all the

in-plane magnetic neighbours are ferromagnetically aligned whereas out of

plane neighbours are antiferromagnetically coupled. In C-AFM we have in-

plane magnetic neighbours with AFM alignment, out of planes are ferromag-

netically aligned and for G-AFM all neighbours are antiferromagnetically

aligned. Thus the number of AFM neighbours increases from A-AFM to

C-AFM and to G-AFM configurations. The exchange splitting is also found

to increase with the number of AFM neighbours contributing to the super-

exchange pathways. While there is no energy gap between the majority spin

and the minority spin in t2g states for both A-AFM and C-AFM configura-

tions, a small gap exists for the G-AFM magnetic structure, again emerging

from the same reason.

8.3.2 Magnetic Structure Analysis

Results shown in the Figure 8.5 compares the stabilization energy of differ-

ent collinear magnetic configurations. The immediate question that arises is

whether we have probed enough magnetic configurations as the doped sys-

tem could have spin spiral configurations being favoured. We therefore have

considered various spin spiral configurations characterized by the spin spiral

vector q and have plotted spin wave dispersion along various high symmetry
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Figure 8.8: Spin wave dispersion of NaOsO3, Mg0.25Na0.75OsO3 and

Mg0.50Na0.50OsO3.

directions as shown in the Figure 8.8. The high symmetry points consid-

ered here are G(0.0,0.0,0.0), z(0.0,0.0,0.5), t(0.0,0.5,0.5), y(0.0,0.5,0.0) and

r(0.5,0.5,0.5) where the coordinates are given in terms of reciprocal lattice

vectors. Every q corresponds to a definite magnetic configuration. As an

example G point corresponds to the G-type AFM configuration. Our calcu-

lations for Mg0.50Na0.50OsO3 did not converge beyond z and thus have not

been shown in the figure. It is very evident from the dispersion that G-AFM

is the ground state for all three structures reported though the stabilization

energy reduces significantly with the enhancement of doping concentrations.

Considering the z point, we have stabilization energy of 574 meV for NaOsO3

whereas it has reduced to 384 meV and 166 meV for Mg0.25Na0.75OsO3 and

Mg0.50Na0.50OsO3 respectively.
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Figure 8.9: Spin wave dispersion of NaOsO3 and results fitted with classical

Heisenberg model.

We then have analyzed the spin wave dispersion of NaOsO3 near the ground

state G-AFM configurations by means of mapping our results onto a clas-

sical Heisenberg model with least number of parameters. Dispersion along

G-z-t-y have been considered when extracting out the exchange parameters.

Figure 8.9 shows the model energies fitted to our ab initio results. First four

magnetic exchange interactions are given by J1, J2, J3 and J4. In the left

panel (a) of Figure 8.10, we have shown the nearest neighbour index and the

corresponding exchange interaction parameters in a G-AFM structure. It is

apparent from the figure that one should have AFM first and third neigh-

bours whereas second and fourth neighbours are ferromagnetically coupled.

We have extracted out different exchange parameters and have presented in

Figure 8.10 (b). As one can see J1 is found to be the most dominant and

antiferromagnetic in nature. J2 and J3 are found to be predominantly negli-
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Figure 8.10: (a) Neighbours corresponding to first four exchange interac-

tion terms. (b) Heisenberg exchange interaction parameters of NaOsO3 as a

function of nearest neighbours.

gible while J4 between two ferromagnetically coupled spins are again found

to be significant.
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Figure 8.11: (a) Spin wave dispersion of Mg.25Na.75OsO3 and results fitted

with classical Heisenberg model. (b) Exchange interaction parameters of

Mg.25Na.75OsO3 as a function of nearest neighbours.

To understand the change in exchange pathways with doping concentrations,

we have considered the case of Mg0.25Na0.75OsO3 and extracted out the ex-

change parameters according to the method described above. Relatively

smaller dispersion along G-z-t were considered as a subtle change in the

magnetic moment were noticed beyond that, leading to a deviation from the

Heisenberg model. Fitted dispersion spectrum is shown in the Figure 8.11

(a) along with the magnetic exchange interaction parameters shown in the

panel (b). As it is reflected from the figure that there is a reduction in the

strength of exchange parameters J1 and J4. J1 has reduced to -9 meV from

the observed -12 meV in case of NaOsO3. J4 is now negligibly small and can

be considered as zero. Surprisingly one now have an enhancement of other

two exchange parameters which were negligible prior to the doping. J2 and J3

are found to be 3 meV and -3meV respectively. To explain the enhancement

and reduction of different exchange pathways, we have analyzed the orbital

occupancy and the possible exchange mechanism involved in each case. It
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Figure 8.12: (a)Only AFM interaction possible in undoped NaOsO3 whereas

there are both FM and AFM component in (b) electron doped NaOsO3.

is noteworthy that the magnetic exchange interactions are via intermediate

O ions and the only exchange mechanism to be operative is the super ex-

change. Now with doping one starts to populate minority spin channels with

t2g symmetry. This immediately opens up a minute ferromagnetic hopping

channels between the first magnetic neighbours. Now an electron from the

majority spin channel can hop to the partially occupied nearest neighbour

minority channels and the effective first neighbour exchange interactions (J1)

which now can be assumed to be comprised of AFM and FM interactions re-

duces from its original value. The effect of electron doping on the J1 has

been shown in the Figure 8.12. This same mechanism of hopping between
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majority and minority spin channels is again responsible for the modification

of other exchange path-pathways that we have encountered.

8.4 Conclusion

In this chapter we have studied the electronic and magnetic structures of

electron doped NaOsO3. NaOsO3 is an example of Slater insulator charac-

terized by the MIT at the Neel temperature. A slight electron doping turns

the system to be metallic in nature but AFM ordering is found to be very

robust irrespective of doping. We have analyzed the DOS and found a rigid

evolution of the states with doping. Fermi energy in the doped system is

contributed by the minority Os d states with t2g symmetry. Magnetic struc-

tures have been analyzed with Heisenberg model and the effect of doping on

different exchange pathways have been discussed.
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